Development cost prediction of general aviation aircraft using combined estimation technique
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Abstract Obtaining accurate development cost estimation results of general aviation aircraft is crucial for companies to adopt the best strategy in the development process. To address this problem, this paper proposes a combination of three commonly used single prediction methods. The optimal weight values of the three single prediction methods are determined by utilizing the shortest ideal point method. Ten cost datasets collected from literature are utilized for fitting and testing the combined prediction method, and the weight coefficients of the three individual prediction methods are calculated as 0.6859, 0.0035 and 0.3106, respectively. The results of this study indicate that the developed method has better fitting and estimation accuracy than that of the three individual methods, with average fitting and predicting error values of 2.60% and 6.43%, respectively. Additionally, the cost data of military and civil aircraft development from literature are collected for verification. The results further confirm that the proposed method is not only superior to the single prediction methods in terms of high precision but has wider applications. More importantly, this research can provide important reference for general aviation aircraft companies in term of product cost planning and corporate sales strategies.

1. Introduction

An accurate development cost estimation method for quick formulation of reasonable product sales prices is extremely important for decision-making and competitiveness improvement of companies.1–7 However, the gap between the availability of large numbers of general aviation aircraft and relatively scarce cost data is not expected to narrow in the short term owing to the difficulty in data collection, lack of relevant parameter information, company confidentiality, and the short development time.8 Over the past few decades, numerous parametric prediction methods have been developed to obtain accurate cost prediction results.9

The single prediction methodology is the most popular parametric prediction method.10 Among all the single prediction methods, the most commonly used include the method of Partial Least Squares Regression (PLSR) that can be utilized in cases of small sample size, the Back-Propagation (BP) method that is used to fit the model well based on the deep learning ability, and the Stepwise Regression (SR)
method which is employed to reduce the number of variables for model simplification. The PLSR method is suitable for cases with limited sample number, high correlation between variables and large data loss. For example, Li and Song developed a prediction model using the PLSR method to predict the cost of fuselage development. Despite the popularity and usefulness of the PLSR method in many cost prediction problems, some drawbacks exist. For example, as proposed by Wu et al., it is not suitable for systems with a large number of complex variables, since the multi-collinearity among the variables will lead to deviations in the interpretation of the results. In recent years, researchers have tried to overcome the disadvantage of the PLSR method by utilizing neural network systems, because this method can better deal with the problems of multi-collinearity data. Curran et al. employed a BP method to predict the aerospace engineering cost. Yao et al. developed a BP model to forecast tourist arrival and tourist demands. The analyses results show that the combined prediction methods are useful and effective. Günday and Doğan utilized the BP method to estimate the building cost. However, they obtained poor prediction results when data were limited. The SR method is probably one of the most common used research practices in substantive and effectiveness studies. Zhou et al. presented an SR model to estimate dominant modes, proving the effectiveness of the developed method. Tahmasebi et al. used the SR method to estimate the target parameters and observed that inaccurate predictions are a result of data insufficiency. Meanwhile, highly correlated independent variables may lead to an unreasonable optimal subset.

Due to the inherent defects of single prediction methods, the above-mentioned approaches cannot always provide satisfactory prediction results. As prediction-associated problems are usually complicated in reality and the data samples are small, single prediction methods are not mutually exclusive; instead, they have complementary relationships. For prediction problems, the common way is to establish several different single prediction models, and then choose the one with the best prediction accuracy. This practice only selects the most suitable prediction model for different data instead of substantially improving the prediction accuracy. Therefore, for the purpose of a more accurate prediction performance, combined prediction methods have been developed. Sonmez and Ontepel combined the regression method with a BP neural network method to estimate urban railway costs, with results indicating that a relatively accurate estimation behavior can be obtained by the combined method. Liu and Xie combined a BP method with the GM (0, N) method to solve the problem of civil aircraft cost estimation, indicating that the combined prediction method can achieve the ideal prediction effect.

Despite the increasing utilization of the combined prediction method, research on the general aviation aircraft development cost still remains scant. Based on the characteristics of the PLSR, BP and SR methods, this study will apply a combined method to the prediction of the general aviation aircraft development cost. The rest of this paper is organized as follows. Section 2 introduces three single prediction methods, namely, PLSR, BP and SR. The combined prediction method is then introduced in Section 3, which also discusses the shortest ideal point method for obtaining the optimal weight of the combined prediction method. Section 4 presents case studies using collected cost data, to which the three single prediction models and the combined prediction model are applied. The fitting and prediction results are summarized, and the feasibility of combined method determined in Section 5. Finally, concluding remarks and future work are presented in Section 6.

2. Single prediction models

2.1. PLSR method

Assume that the independent variable \( s_{ij} \) with \( h \) samples are expressed as a matrix \( S \), while the dependent variable \( z \) with \( h \) samples are expressed as a matrix \( Z \).

\[
S = [s_{ij}]_{h \times k} \quad \text{and} \quad Z = [z_i]_{h \times 1}
\]  

(1)

**Step 1.** The independent variable matrix \( S \) and the dependent variable matrix \( Z \) are standardized to obtain the standardized matrices \( S_0 \) and \( Z_0 \).

\[
\begin{align*}
\left\{ \begin{array}{c}
s'_{ij} = \frac{s_{ij} - z}{s} \\
z'_{ij} = \frac{z_i - \bar{z}}{\sigma_z}
\end{array} \right. \\
S_0 = [s'_{ij}]_{h \times k} \quad \text{and} \quad Z_0 = [z'_{ij}]_{h \times 1}
\end{align*}
\]  

(2)

where \( \bar{z} \) is the mean value of \( z_i \) stands for the standard deviation of \( z_i \), \( z \) and \( \bar{z} \) are the average value and standard deviation of \( z \), respectively.

**Step 2.** Extract \( t_1 \) from \( S_0 \), and

\[
t_1 = S_0 \cdot w_1, \quad w_1 = \frac{S_0^T Z_0}{\| S_0^T Z_0 \|}
\]  

(3)

where \( t_1 \) is the first component. Subsequently, implement the regression of \( S_0 \) and \( Z_0 \) on \( t_1 \), which is expressed as

\[
S_0 = t_1 p_1^T + S_1, \quad Z_0 = t_1 f_1^T + Z_1
\]

\[
p_1 = \frac{S_0^T}{n \| S_0 \|^2}, \quad f_1 = \frac{Z_0^T}{n \| Z_0 \|^2}
\]

The residual matrixes are represented as

\[
S_1 = S_0 - t_1 p_1^T, \quad Z_1 = Z_0 - Z_1 f_1^T
\]  

(5)

**Step 3.** The components are obtained \( \{ t_1, t_2, \ldots, t_p \} \) when meeting the regression accuracy requirements, and the regression equation can be expressed as

\[
\hat{Z}_0 = f_1 w_1^T + f_2 w_2^T + \cdots + f_p w_p^T
\]

(6)

Eq. (6) can also be transferred to the following equation

\[
\hat{Z}_0 = f_i w_i^T \quad (i = 1, 2, \ldots, p)
\]

(7)

where \( w_i^T = \prod_{j=1}^{i-1} (I - w_j p_j^T) w_i, \) and \( I \) is a unit matrix. Finally, we obtain

\[
\begin{align*}
\bar{z}^*_j &= \chi_1 s^*_1 + \chi_2 s^*_2 + \cdots + \chi_k s^*_k \\
\chi_i &= \sum_{j=1}^{k} f_i w_{ij}^T
\end{align*}
\]  

(8)

**Step 4.** The mathematical expression with raw variables can be expressed as follows

\[
\begin{align*}
\bar{z}^*_j &= a_1 s^*_1 + a_2 s^*_2 + \cdots + a_k s^*_k
\end{align*}
\]  

(9)
2.2. BP method

The Artificial Neural Network (ANN) is an abstract mathematical approach with non-linear processing, self-adaptation, and self-learning capabilities. Among all the neural networks, BP method is the most commonly used one. A typical BP model contains three interrelated layers, namely, input, output and hidden layers. In addition, each layer has its own initial weight, number of neurons, function of neurons and biases. Summation and activation are the two functions performed by neurons on each layer. Fig. 1 shows the typical architecture of a BP model. The detailed description of each phase has been introduced in our previous work.\(^{18}\)

2.3. SR method

The stepwise regression method is used to individually introduce parameters into the model. After that, the model is subjected to an F test. If the initial interpretation parameter is no longer significant after the introduction of the subsequent explanatory variable, it is eliminated. This process is repeated until no significant explanatory parameters can be introduced into the regression model.\(^{18}\)

**Step 1.** Assume that there are \(u\) independent variables and one dependent variable; the correlation coefficient matrix \(R\) between all the variables can be expressed as

\[
R = \begin{bmatrix}
R_{11} & R_{12} & \cdots & R_{1u} & R_{1y} \\
R_{21} & R_{22} & \cdots & R_{2u} & R_{2y} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
R_{u1} & R_{u2} & \cdots & R_{uu} & R_{uy} \\
R_{y1} & R_{y2} & \cdots & R_{yu} & R_{yy}
\end{bmatrix}
\]

(10)

where \(\bar{y}\) denotes the dependent variable, \(R_{ji} (j = 1, 2, \cdots, u)\) represents the correlation coefficient of the \(j\)th dependent and the independent variable \(\bar{y}\), and \(R_{yi}\) denotes the \(j\)th row and \(j\)th column elements on the diagonal of the correlation coefficient matrix. Finally,

\[
P_j = \frac{R_{j\bar{y}}^2}{R_{ji}}
\]

(11)

where \(P_j\) represents the contribution of the coefficient of the \(j\)th independent parameter to the dependent parameter. Subsequently, the contribution coefficient calculated in step \(l\) is

\[
P_j^l = \frac{R_{j\bar{y}}^2}{R_{ji}^l}
\]

(12)

**Step 2.** In the process of stepwise regression, not only the most contributing independent variable should be introduced, but the least contributing one removed. Therefore, the persistence of the variables is assessed with the F-test. We set a significant level \(\alpha\), and a critical value \(F_\alpha\) in the F-test table.

**Step 3.** Assume that the contribution coefficient of the \(v\)th independent variable is the largest in the calculation of the \(l\)th step, and the maximum value is \(P_{v}^l = \max \{ P_{v}^{l-1} \}\). Subsequently, the F-test is used to determine whether the independent variable should be introduced into the model. Thus,

\[
F_{\text{in}} = \frac{[a - (l + 1)] P_{v}^l}{R_{v\bar{y}}^2} - P_{v}^{l-1} = \frac{[a - (l - 1)] P_{v}^l}{R_{v\bar{y}}^2} - P_{v}^{l-1}
\]

(13)

where \(a\) represents the sample number, \(v (v = 1, 2, \cdots, u)\) is the serial number of the original variable corresponding to the selected variable, and the value of \(F\) introduced by the variables is represented by \(F_{\text{in}}\). If \(F_{\text{in}} < F_\alpha\), the variable can be introduced into the model. Otherwise, it is not introduced.

**Step 4.** Assume that the minimum value of the contribution coefficient of the \(v\)th independent variable is \(P_{v}^l = \min \{ P_{v}^{l-1} \}\), and the value of \(F\) introduced by the variables is represented by \(F_{\text{out}}\). Consequently,

\[
F_{\text{out}} = \frac{[a - (l + 1)] P_{v}^l}{R_{v\bar{y}}^2} - P_{v}^{l-1} = \frac{[a - (l - 2)] P_{v}^l}{R_{v\bar{y}}^2} - P_{v}^{l-1}
\]

(14)

If \(F_{\text{out}} < F_\alpha\), then the variable should be removed at this level of significance.

**Step 5.** Repeat Steps 3 and 4 until all the necessary variables have been introduced, and the inessential ones removed.

3. Combined prediction method

The result of the combined prediction method can be described as

\[
Y = z_1 y_1 + z_2 y_2 + z_3 y_3 + \cdots + z_m y_m
\]

(15)

where \(Y\) is the result of the combined prediction, \(z_i (i = 1, 2, \cdots, m)\) the weight coefficients of each single prediction method, and \(y_i (i = 1, 2, \cdots, m)\) the result of the single prediction method.

The key factor determining the result of \(Y\) value is the weight coefficient \(z_i\), which can be determined by the linear weighted sum method, square sum weighted method, evaluation function method, ideal point method, and other methods. Among these methods, the ideal point method has its solution advantage because of its short calculation time, reasonable structure, relatively simple principle, and high resolution.

The ideal point method is a multi-objective comprehensive evaluation method to rank the relative merits of a finite number of evaluation objects according to their proximity to the ideal object, and the predicted result can be expressed as
where the prediction of the $j$th sample by the $i$th prediction method is denoted by $y_{ij}$, and the combined prediction result of the $j$th sample is denoted by $\tilde{y}_j$.

The optimal weight coefficient $z_i$ in the combined prediction method can be determined by minimizing the absolute percentage error, the mean absolute percentage error, the squared error, and the absolute error. In this study, the absolute percentage error $\beta_i$ minimization is selected as the goal of optimizing the weight coefficients, with one of the major reasons being that the absolute percentage error can be utilized as the criterion to determine the prediction results.

$$
\begin{align*}
\min & \quad \sum_{j=1}^{n} (\beta_j - \beta_j^*)^2 \\
\text{subject to} & \quad \sum_{i=1}^{m} z_i = 1, \quad z_i \geq 0; \quad i = 1, 2, \ldots, m
\end{align*}
$$

where $\beta_j = \frac{\sum_{i=1}^{m} y_{ij}}{\sum_{i=1}^{m} y_{ij}}$, and the actual value of the $j$th sample is denoted by $y_j$.

Assume that the minimum value of absolute percentage error $\beta_j$ is $\beta_j^*$. Subsequently, for the $j$th sample, $\beta_j^*$ is the absolute percentage error and the smallest error among all the prediction methods.

An ideal point in the error range is represented by $\beta^*$, and $\beta^* = \{\beta_1^*, \beta_2^*, \ldots, \beta_m^*\}$. To calculate $\beta^*$, the approaches most commonly utilized by researchers are the shortest method, the squared weighted sum method, and the weighted maximum modulus method. Among these methods, the most direct and convenient one is the shortest ideal point method, and the constructed evaluation function can be expressed as

$$
\phi(\beta) = \sum_{i=1}^{m} (\beta_i - \beta_i^*)^2
$$

The following optimization problems arise and need to be resolved.

$$
\begin{align*}
\min & \quad \sqrt{\sum_{i=1}^{m} (z_i \beta_{ij} + z_2 \beta_{i2} + \cdots + z_m \beta_{im}) - \beta_j^*} \\
\text{subject to} & \quad \sum_{i=1}^{m} z_i = 1, \quad z_i \geq 0; \quad i = 1, 2, \ldots, m
\end{align*}
$$

The value of $z^* = \{z_1^*, z_2^*, \ldots, z_m^*\}$ is obtained as the optimal weight of the combined prediction method. Finally, $z^*$ is substituted in Eq. (20) to obtain the combined predicted value as follows.

$$
Y = z_1^* y_1 + z_2^* y_2 + z_3^* y_3 + \cdots + z_m^* y_m
$$

4. Case studies

4.1. Parameter description

Case 1. Data on ten general aviation aircraft projects were collected from the book by Qu. Fig. 2 shows the product drawing of a general aviation aircraft project. Six projects are randomly selected as training samples for each single prediction method, while the seventh and eighth samples are used as benchmark samples to implement the combined prediction model. The ninth and tenth samples are utilized as the test samples.

Not all of the design parameters have a positive or significant impact on development costs. Cost-driven factors can be obtained by retaining only those factors strongly correlated with each other or with costs. Through the correlation coefficient analysis, the most influential parameters on development costs are screened out. The related parameters and collected development costs are listed in Table 1. As shown in Fig. 3, eight major independent parameters affecting the development cost are identified: length of the fuselage ($L_f$), wing area ($S$), empty weight ($W_e$), maximum take-off weight ($W_{TO}$), maximum level speed ($V_{max}$), cruise speed ($V$), maximum range ($R_e$), and take-off distance ($D_{TO}$), actual development cost $c_{act}$. This selection is based on the correlation coefficient analysis method, where the calculated parameters should prove to have a significant effect on costs and should be confirmed against general aviation aircraft design standards.

4.2. Single prediction method analysis

4.2.1. PLS method analysis

With the confidence level set at 95%, the first six samples of Table 1 are subjected to PLSR analysis. Fig. 4 shows the 2D scatter plots of the first six samples obtained by the judgment ellipse method.

As shown in Fig. 4, all the six sample points are in the judgment ellipse of 95% confidence interval. The resulting PLSR model is described as

$$
c_{pre} = -91.12 - 7.06 L_f + 9.2 S + 0.17 W_e + 0.08 W_{TO}
$$

Two benchmark samples (7 and 8) are predicted utilizing Eq. (21), and the results are listed in Table 2, where $c_{act}$ represents the actual cost, $c_{pre}$ stands for the predicted cost, and the absolute percentage error between the two is denoted by error:

![Image](337x96 to 507x196)
It can be concluded from Table 2 that the absolute percentage errors of these two benchmark samples are 4.0% and 3.7%, respectively, which means that both the two estimated development costs are accurate. Fig. 5 shows the fitting results using the PLSR method and the prediction results for the benchmark samples. It is obvious that this method has good fitting and prediction behavior for the general aviation aircraft data.

4.2.2. BP method analysis

The first six samples are analyzed by the BP neural network method. Eight cost influencing parameters and the predicted development cost are included in the input and output layers. Additionally, nine is selected as the number of hidden layer nodes. The epoch number, target error, and initial value of the learning rate are set as 1000, 0.0001 and 0.05, respectively. Purelin and tansig transfer functions are employed for the output and hidden layers, respectively. Fig. 6 shows the interface of the BP method for training in MATLAB.

### Table 1 Development costs and related parameters

<table>
<thead>
<tr>
<th>Aircraft type</th>
<th>$L_f$ (m)</th>
<th>$S$ (m²)</th>
<th>$W_E$ (kg)</th>
<th>$W_{TO}$ (kg)</th>
<th>$v_{max}$ (km/h)</th>
<th>$v$ (km/h)</th>
<th>$R_e$ (km)</th>
<th>$D_{TO}$ (m)</th>
<th>$c_{act}$ (10⁴ RMB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAIC Eaglet 500</td>
<td>7.72</td>
<td>12.38</td>
<td>840</td>
<td>1400</td>
<td>346</td>
<td>290</td>
<td>1780</td>
<td>410</td>
<td>202</td>
</tr>
<tr>
<td>CESSNA 162</td>
<td>6.73</td>
<td>11.15</td>
<td>379</td>
<td>599</td>
<td>219</td>
<td>190</td>
<td>870</td>
<td>235</td>
<td>90</td>
</tr>
<tr>
<td>CESSNA 172R</td>
<td>8.28</td>
<td>16.2</td>
<td>745</td>
<td>1111</td>
<td>228</td>
<td>226</td>
<td>1272</td>
<td>288</td>
<td>216</td>
</tr>
<tr>
<td>CESSNA 206H</td>
<td>8.61</td>
<td>16.3</td>
<td>966</td>
<td>1632</td>
<td>280</td>
<td>265</td>
<td>1278</td>
<td>277</td>
<td>276</td>
</tr>
<tr>
<td>DA-42</td>
<td>8.5</td>
<td>16.46</td>
<td>1200</td>
<td>1700</td>
<td>350</td>
<td>335</td>
<td>1857</td>
<td>290</td>
<td>356</td>
</tr>
<tr>
<td>A36</td>
<td>8.38</td>
<td>16.8</td>
<td>1148</td>
<td>1655</td>
<td>326</td>
<td>253</td>
<td>1702</td>
<td>280</td>
<td>360</td>
</tr>
<tr>
<td>P2006T</td>
<td>8.69</td>
<td>14.75</td>
<td>331</td>
<td>600</td>
<td>245</td>
<td>225</td>
<td>1126</td>
<td>120</td>
<td>75</td>
</tr>
<tr>
<td>Tecnam P2002</td>
<td>6.61</td>
<td>11.5</td>
<td>331</td>
<td>600</td>
<td>245</td>
<td>225</td>
<td>1126</td>
<td>120</td>
<td>75</td>
</tr>
<tr>
<td>DA-40</td>
<td>8.06</td>
<td>13.54</td>
<td>800</td>
<td>1150</td>
<td>272</td>
<td>263</td>
<td>1056</td>
<td>335</td>
<td>220</td>
</tr>
<tr>
<td>Sonex</td>
<td>5.4</td>
<td>9.1</td>
<td>275</td>
<td>522</td>
<td>317</td>
<td>200</td>
<td>1000</td>
<td>150</td>
<td>46</td>
</tr>
</tbody>
</table>

### Table 2 Prediction results of PLSR method

<table>
<thead>
<tr>
<th>Samples</th>
<th>$c_{act}$ (10⁴ RMB)</th>
<th>$c_{pre}$ (10⁴ RMB)</th>
<th>Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>220</td>
<td>211.2</td>
<td>4.0</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>72.3</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Fig. 3 Main parameters affecting general aviation aircraft costs.

Fig. 4 Judgment ellipse of first six sample points.

Fig. 5 Comparison between actual and predicted costs using PLSR method.
Then, the seventh and eighth samples are inputted into the learned network, and the predicted results and errors are included in Table 3.

Fig. 7 shows the fitting results using the BP method and the prediction results for the benchmark samples. The results indicate that this method can be used to make a preliminary estimation; however, as indicated by the error rate, the average predicting error value and the error value of the eighth sample are 13.83% and 20.31%, respectively, implying poor prediction performance. This also confirms the conclusions drawn by Dong15 and Wang et al.16 the prediction performance of the BPN model is poor in cases of small sample size.

4.2.3. SR method analysis

The first six samples in Table 1 are fitted with the SR method using MATLAB 2015 software. Fig. 8 shows the interface of variable screening by the SR method in MATLAB software.

Through the variable screening, only \( W_E, v, \) and \( D_{TO} \) are selected to build the regression model, and the SR regression equation is derived as

\[
c_{\text{pre}} = 46.6 + 0.39W_E - 0.347v - 0.169D_{TO} \tag{23}
\]

The results predicted by the SR method are listed in Table 4. Fig. 9 shows the comparison between the actual and predicted development costs by the SR method. The results indicate that the SR method, a single prediction method, exhibits a good prediction effect, with an average predicting error of 3.90%. Thus, it can be utilized for the initial estimation of development costs with relative accuracy.

4.3. Combined prediction method modeling

The prediction results of the three single prediction methods for the benchmark samples are listed in Table 5.

Integrating these three single prediction methods, this study presents a combined prediction method to predict the ninth and tenth samples and compares the results with those of the single prediction methods. According to Table 5, the two lowest errors of the two benchmark samples obtained by the three different single prediction methods are 3.95% and 3.70%,
The optimal value $x^* = (x_1^*, x_2^*, x_3^*) = (0.6859, 0.0035, 0.3106)$ is yielded as the optimal weight of the combined prediction method. Finally, $x_i^*$ is substituted into Eq. (21) to obtain the combined prediction result of the ninth sample.

$$Y = 0.6859y_1 + 0.0035y_2 + 0.3106y_3$$

where $Y$ is the result of the combined prediction method, and $y_1$, $y_2$, $y_3$ are those predicted by the PLSR model, BP model and SR model, respectively.

The optimal weight value indicates that the PLSR method has the largest weight in the combined prediction method, indicating that this method not only has the best prediction effect, but impacts the combined prediction result to the largest extent. The optimal weight value of the BP neural network method is only 0.0035, indicating little effect of this method on the combined prediction result.

### Table 5: Comparison of prediction errors of three single prediction methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLSR</td>
<td>4.0</td>
</tr>
<tr>
<td>BP network</td>
<td>7.34</td>
</tr>
<tr>
<td>SR</td>
<td>3.95</td>
</tr>
<tr>
<td>Combined</td>
<td>3.98</td>
</tr>
</tbody>
</table>

respectively. The ideal point in the error range is presented by $\beta^* = (\beta_1^*, \beta_2^*) = (3.95\%, 3.70\%)$. Solving the optimization problem represented by Eq. (24), we obtain

$$\min \varphi[\beta(z)] = \sqrt{\sum_{i=1}^{3} \left[ \beta_i(z) - \beta_i^* \right]^2}$$

$$= \sqrt{\left(4.0\%x_1 + 7.34\%x_2 + 3.95\%x_3 - 3.95\% \right)^2 + \left(3.70\%x_1 + 20.13\%x_2 + 3.84\%x_3 - 3.70\% \right)^2}$$

$$s.t. \sum_{i=1}^{3} x_i = 1, x_i \geq 0; i = 1, 2, 3$$

The optimal value $x^* = (x_1^*, x_2^*, x_3^*) = (0.6859, 0.0035, 0.3106)$ is yielded as the optimal weight of the combined prediction method. Finally, $x_i^*$ is substituted into Eq. (21) to obtain the combined prediction result of the ninth sample.

$$Y = 0.6859y_1 + 0.0035y_2 + 0.3106y_3$$

Fig. 10 shows the absolute percentage errors between the three single methods and the combined prediction method. As illustrated in Fig. 10 and Tables 6 and 7, the combined prediction method has smaller fitting and predicting errors than the PLSR method, BP method, and SR method. Additionally, the results obtained by the PLSR method are closer to those of the combined prediction method, indicating that the PLSR method has the largest influence on the combined prediction results, which also corresponds to its weight factor of 0.6859. By contrast, the average fitting and predicting errors of the BP method are the maximum values of 13.83% and 29.98%, respectively, which largely reflects its unsuitability for small sample data.

In addition, data of military and civil aircraft are collected to verify the versatility of the combined prediction method and whether this method is always superior to single prediction methods despite the nature of the data.

### Case 2. The data of military aircraft are listed as Table 8. Eight major independent parameters affecting the development cost are identified, namely, length of the fuselage ($L_f$),
maximum take-off weight \( W_{TO} \), height of the fuselage \( H_f \), take-off distance \( D_{TO} \), maximum range \( R_e \), maximum level speed \( v_{\max} \), empty weight \( W_E \), and maximum oil load \( W_O \).

The first six groups of data are used to establish the three single prediction models, while the seventh and eighth groups of data are utilized as benchmark samples to determine the combined prediction model. The ninth group of data is used to test the model. The fitting and prediction results of the single and combined prediction methods on the benchmark and test samples are included in the table below.

It can be seen from Table 9 that the combined prediction method is better than the single prediction methods in terms of fitting and prediction performance. We also highlight the fact that the results of the SR method are close to those of the combined prediction method, indicating that the SR method has the largest influence on the results of the combined prediction method. To present the performance of the three single and combined prediction methods more directly, we plot the absolute percentage errors in Fig. 11.

As shown in Fig. 11, for military aircraft data, the combined prediction method can still provide better prediction accuracy than each of the three single prediction methods. Although the prediction accuracy is only slightly higher than that of the stepwise regression method, aircraft designers would still be better served using the combined prediction method.

Case 3. To improve our assessment of comparability, data of civil aircraft are collected and analyzed (Table 10, \( M_T \) is maximum thrust, \( M_L \) is maximum ceiling, \( M_O \) is maximum oil load).

The first six groups of data are utilized to build the above-mentioned three single prediction models, while the seventh and eighth samples are used as benchmark samples to determine the combined prediction model. The ninth group of data is used to test the model. The absolute percentage errors of each single and combined prediction methods on the benchmark and test samples are seen in Table 11 and Fig. 12.

![Fig. 11 Errors between single and combined prediction methods for military aircraft data.](image)

### Table 8 Data of military aircraft.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( W_{TO} ) (kg)</th>
<th>( L_f ) (m)</th>
<th>( H_f ) (m)</th>
<th>( D_{TO} ) (m)</th>
<th>( R_e ) (km)</th>
<th>( v_{\max} ) (m/s)</th>
<th>( W_E ) (kg)</th>
<th>( W_O ) (kg)</th>
<th>( c_{act}(10^4 \text{ RMB}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13,494</td>
<td>23.5</td>
<td>8.43</td>
<td>867</td>
<td>4262</td>
<td>425</td>
<td>6597</td>
<td>5683</td>
<td>6666.7</td>
</tr>
<tr>
<td>2</td>
<td>6849</td>
<td>14.39</td>
<td>4.57</td>
<td>987</td>
<td>3701</td>
<td>746</td>
<td>3655</td>
<td>2640</td>
<td>3624.3</td>
</tr>
<tr>
<td>3</td>
<td>9979</td>
<td>16.9</td>
<td>5.12</td>
<td>1581</td>
<td>4679</td>
<td>874</td>
<td>5357</td>
<td>3350</td>
<td>6569.9</td>
</tr>
<tr>
<td>4</td>
<td>5670</td>
<td>13.34</td>
<td>4.57</td>
<td>536</td>
<td>3641</td>
<td>536</td>
<td>3656</td>
<td>1653</td>
<td>5586.23</td>
</tr>
<tr>
<td>5</td>
<td>63,503</td>
<td>39.75</td>
<td>9.3</td>
<td>1859</td>
<td>6764</td>
<td>925</td>
<td>33,183</td>
<td>21,273</td>
<td>27768.8</td>
</tr>
<tr>
<td>6</td>
<td>22,000</td>
<td>29.87</td>
<td>6.75</td>
<td>1200</td>
<td>2870</td>
<td>907</td>
<td>34,360</td>
<td>5500</td>
<td>17575.2</td>
</tr>
<tr>
<td>7</td>
<td>21,500</td>
<td>27.17</td>
<td>7.65</td>
<td>1050</td>
<td>2000</td>
<td>580</td>
<td>12,200</td>
<td>5000</td>
<td>18137.6</td>
</tr>
<tr>
<td>8</td>
<td>70,310</td>
<td>29.79</td>
<td>11.66</td>
<td>1091</td>
<td>7876</td>
<td>602</td>
<td>36,300</td>
<td>36,300</td>
<td>50,476</td>
</tr>
<tr>
<td>9</td>
<td>21,000</td>
<td>24.61</td>
<td>7.3</td>
<td>1300</td>
<td>3100</td>
<td>819.2</td>
<td>11,700</td>
<td>6000</td>
<td>14,250</td>
</tr>
</tbody>
</table>

### Table 9 Fitting and prediction results of military aircraft.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample 7</td>
</tr>
<tr>
<td>PLSR</td>
<td>17.88</td>
</tr>
<tr>
<td>BP neural network</td>
<td>40.61</td>
</tr>
<tr>
<td>SR</td>
<td>6.0</td>
</tr>
<tr>
<td>Combined prediction</td>
<td>6.04</td>
</tr>
</tbody>
</table>

### Table 10 Data of civil aircraft.

<table>
<thead>
<tr>
<th>Samples</th>
<th>( W_{TO} ) (t)</th>
<th>( M_L ) (m)</th>
<th>( M_T ) (kips)</th>
<th>( M_E ) (km)</th>
<th>( M_a ) (L)</th>
<th>( L_f ) (ft)</th>
<th>( c_{act} ) (million RMB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65.09</td>
<td>0.79</td>
<td>5648</td>
<td>26.3</td>
<td>11,280</td>
<td>17,800</td>
<td>102</td>
</tr>
<tr>
<td>2</td>
<td>85.13</td>
<td>0.78</td>
<td>5925</td>
<td>27.3</td>
<td>12,500</td>
<td>29,660</td>
<td>138</td>
</tr>
<tr>
<td>3</td>
<td>395</td>
<td>0.84</td>
<td>13,570</td>
<td>63.3</td>
<td>11,680</td>
<td>216,840</td>
<td>211</td>
</tr>
<tr>
<td>4</td>
<td>230</td>
<td>0.84</td>
<td>9525</td>
<td>77.2</td>
<td>12,500</td>
<td>117,340</td>
<td>208</td>
</tr>
<tr>
<td>5</td>
<td>163</td>
<td>0.85</td>
<td>6500</td>
<td>53.1</td>
<td>13,000</td>
<td>120,000</td>
<td>186</td>
</tr>
<tr>
<td>6</td>
<td>257</td>
<td>0.82</td>
<td>4907</td>
<td>72</td>
<td>12,800</td>
<td>139,100</td>
<td>192</td>
</tr>
<tr>
<td>7</td>
<td>560</td>
<td>0.85</td>
<td>13,806</td>
<td>70</td>
<td>13,100</td>
<td>310,000</td>
<td>239</td>
</tr>
<tr>
<td>8</td>
<td>73.5</td>
<td>0.78</td>
<td>12,700</td>
<td>27</td>
<td>12,000</td>
<td>29,680</td>
<td>123</td>
</tr>
<tr>
<td>9</td>
<td>257</td>
<td>0.82</td>
<td>15,000</td>
<td>34</td>
<td>12,800</td>
<td>139,100</td>
<td>208</td>
</tr>
</tbody>
</table>

Notes: 1 kips = 453.59237 kg; 1 ft = 0.3048 m.
Comparison of Fig. 12 with Figs. 10 and 11 indicates that the prediction performance of the combined prediction method is better than all the single prediction methods introduced in this work with regard to both fitting and predicting performance. Moreover, the combined prediction method is not limited by aircraft types, which means that it can be used for the development cost prediction of general aviation aircraft, military aircraft, and civil aircraft. The combined prediction method presented in this study can effectively predict the cost of aircraft with reasonable accuracy even if the prediction accuracy may be only slightly higher than that of a single prediction method in some cases, because even this minor difference can contribute significantly to lowering the overall cost.

6. Conclusions

This study focuses on combining the PLSR, BP and SR methods to solve the problems encountered in cost estimation. The combined method has better estimation accuracy than the three single prediction methods, with less than 3% and 7% average fitting and prediction error values, respectively. We also find that the BP neural network method has a relatively large error, with more than 13% and 29% average fitting and prediction error values, respectively, suggesting that this method has poor prediction performance in this case and is not suitable for small sample data. A similar conclusion is reached when comparing military and civil aircraft development cost data. This research verifies the feasibility and usefulness of the combined prediction method in the development cost prediction domain as well as contributes to the literature by filling in the gaps of accurate development cost prediction for aircraft. The disadvantage of the combined prediction method is that it takes a part of benchmark samples to determine the optimal weight of each single prediction method, which may decrease the accuracy of each single prediction method. In future work, a real industrial general aviation aircraft product-development cost database could be considered to verify the effectiveness of the proposed combined method. Additionally, the optimal weight optimization method must be considered for further comparative study.
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