All Frequency Direct Illumination Using Visibility Correspondence Generated With Spherical Voronoi Diagrams
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ABSTRACT Vectorized visibility is a powerful visibility representation for rendering direct illumination with all frequency quality. However, the existing rendering method requires the visibility functions to be synthesized three times, followed with three radiance evaluation, for each triangle of the 3D model. We propose an alternative method to enhance vectorized visibility, such that we can directly interpolate the vectorized visibility, and therefore, reduce the computation bottleneck, i.e. the radiance evaluation, to just once. To facilitate the interpolation, we need to generate the correspondence among the three sampled visibility functions for each triangular patch. This paper uses spherical Voronoi diagram as a tool to conduct a preliminary correspondence generation, instead of doing brute force search. Additional treatments are also implemented to ensure that the interpolated visibility functions have smooth transition across the 3D model. With our method, we have more flexibility to manipulate the visibility functions in the favour of rendering speed and render the all frequency direct illumination twice as fast as the previous method.

INDEX TERMS Direct illumination, rendering, visibility interpolation, spherical Voronoi diagram.

I. INTRODUCTION
For direct illumination, rendering the all frequency lighting effect is a challenging field in computer graphic. In order to render the all frequency lighting effect in real time, low computational complexity is required. Some methods have their emphases on reducing the complexity using importance sampling [1]–[5], where the radiance evaluation and the sampling process are the bottleneck to the rendering speed. To further reduce the complexity, pre-computed radiance transfer (PRT) methods are proposed by [6]–[11], which embed the lighting features of an element into a transfer vector based on spherical basis. However, these methods are mainly per vertex based, and the radiance evaluation is conducted at the vertices. For on-screen pixels, their radiance values are interpolated from the neighboring vertices. Hence, for the coarsely tessellated 3D models, aliasing artifacts may appear around the regions with high frequency changes because of the interpolation.

Vectorized visibility [12] is a visibility representation which represents visibility functions in vector form for the direct illumination rendering. Each vectorized visibility is represented by some sequences of position vectors. Given a 3D model (presumably a triangular mesh), the vectorized visibility is pre-computed for each of the vertices. To render the 3D model, for each on-screen pixel, three visibility functions need to be synthesized with the three vectorized visibility from the vertices of a triangle. Then, the radiance evaluation is performed three times, one for each synthesized visibility function.

If the vectorized visibility could be directly interpolated, then we could replace the three vectorized visibility by a single interpolated vectorized visibility and reduce the computation bottleneck, i.e. the radiance evaluation, to just once. However, interpolating vectorized visibility is not feasible for
the method proposed by [12], since an individual vectorized visibility does not have common metrics with the others.

To facilitate the interpolation, it would be equivalent to subsidize the vectorized visibility with some meaningful correspondence information. This paper presents a method to generate the correspondence for the vectorized visibility. To generate the correspondence, we need to search for a meaningful combination among all permutations of the position vectors from the vectorized visibility, where the number of permutations increases exponentially w.r.t. the number of position vectors. A brute force search is not a practical solution.

Instead of doing a brute force search, we use spherical Voronoi diagram as a tool to conduct a preliminary correspondence generation. The three vectorized visibility of a triangle are treated as three groups of point sites and added to a spherical Voronoi diagram. Examining the Voronoi diagram, we could find that some Voronoi vertices would attach to all three groups simultaneously (see Fig. 2(b) and (c)). Taking into account the fact that each Voronoi vertex corresponds to a closest triple of sites, these Voronoi vertices provide us an ideal shortcut to find the preliminary correspondence information.

From the macroscopic point of view, the preliminary correspondence information only reflects the intra triangle relations. A triangular mesh is almost always intended to be a 3D model with smooth surfaces. Hence, triangles are connected, and the correspondence information of all the triangles is interrelated. In other words, the correspondence information should be consistent for the whole 3D model, and the correspondence generation should be a global event. To achieve these, additional treatments are implemented which propagate the preliminary correspondence information through the neighboring triangles and spread them across the 3D model.

The contributions of this paper are summarized as follows.

- A method to generate the correspondence for the vectorized visibility using spherical Voronoi diagram.
- The vectorized visibility is directly interpolated for the all frequency direct illumination rendering.
- The rendering results show that our method is twice as fast as the vectorized visibility method [12], while providing a bit more accurate rendering results.

The organization of this paper is as follows. Section II reviews the related works. Section III presents the details of our rendering implementation and our method for the correspondence generation. Section IV presents the results and their analysis, and Section V concludes our work.

II. BACKGROUND

The PRT methods are proposed by [6]–[8]. The general idea is to represent the Bidirectional Reflectance Distribution Functions (BRDFs) by transfer vectors or matrices. The authors develop the PRT methods based on spherical harmonics (SH). In [13], the authors encode the all frequency reflectance properties in [9], [14], [15] by using the cubemap-based spherical wavelets. However, visual artifacts may occur in the local illumination when discrete spherical wavelets are used [11]. Some PRT methods based on the spherical radial basis functions (SRBFs) are also proposed for the direct illumination with fixed BRDFs [11], [16], [17]. To relax the fixed BRDF restriction, [10] proposes to edit the BRDF interactively during the rendering process, but this method could only be applied to the static lighting environment and some fixed viewing angles. For the glossy 3D model rendering, [18] embeds the BRDF under various settings into the pre-computed transfer tensor (PTT). It allows the users to modify the BRDF, the view point, and the lighting environment. On the other hand, the requirement of a pre-computed BRDF could also be a problem, and [19] introduces the pre-computed visibility cut method which could do the BRDF editing without requiring a pre-computed BRDF.

In [20], the authors propose to pre-compute the light transport links based on SH for the illumination. With the pre-computed links, both the direct and indirect illumination could be handled by propagating the SH illumination through the light maps. However, bound by the nature of SH basis, the frequency of shadow is blurry. [21] introduces a hybrid global illumination method, which is a balanced solution involving some state of art methods.

A. PRT METHODS AND SUMMED AREA TABLE

The Summed Area Table (SAT) algorithm [22] is an alternative filtering algorithm for texture mapping. Its major advantage is that it can provide an accurate integral for a vast region with just a handful of lookup values. By transforming an image into an SAT, the summed value over an axis-aligned rectangle can be accurately and efficiently obtained with just four SAT lookups. In [23], [24] and [25], the SAT algorithm is used as a shortcut to accelerate the rendering of glossy reflection and global illumination.

Specific to [25], the real live scene from a fixed viewpoint is synthesized under an arbitrary natural illumination, and the rectangular constant basis functions are used for the approximation of the visibility functions and the BRDFs. Unfortunately, the rectangular constant basis does not match the spherical nature of the visibility functions and the BRDFs. Analogous to the rectangular constant basis functions, [26] proposes the spherical piecewise constant basis functions for the all frequency PRT. It is further enhanced by [27], which approximates spherical functions with piecewise constants and the triple product concept.

A two-stage method for determining the set of silhouette edges is proposed by [28]. Given a single shadow and a local visibility function, the physically based soft shadows are generated. Afterwards, a more advanced data structure is proposed by [29] to enhance the mathematical model. These two methods aim for generating the shadows, rather than rendering the illumination from lighting environments. To utilize the idea of silhouette edges for the direct illumination, [30] evaluates the lighting with the 1D SAT model along the zenith lines.
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To a good portion of the mentioned PRT methods, the qualities of shadows and highlight are per vertex based, e.g. [6]–[9], [13], [14]. In other words, the 3D model ought to be densely tessellated in order to preserve the fidelity of the high frequency contents. The difficulty comes from the binary nature of the visibility functions. Owing to the binary nature, interpolating two visibility functions in the ordinary sense would not resemble the visibility functions in between. To enable the visibility interpolation, the visibility function requires some special treatment. Two of such methods are the spherical signed distance function (SSDF) method [31], [32] and the vectorized visibility method [12].

The SSDFs are proposed by [31]. Each SSDF is a sampled hemi spherical function. It encodes a visibility function by recording the signed angular distance to the closest visibility boundary for each of its hemi spherical samples. By providing each 3D model vertex an SSDF and exploiting the inner product of spherical Gaussian functions, the SSDF method [31] can interpolate the visibility function and efficiently evaluate the radiance value, per pixel. Afterwards, it is extended by [32] to handle multiple specular shadows.

**B. VECTORIZED VISIBILITY**

Visibility functions are usually represented by using sampled binary functions. However, besides sampled binary functions, a visibility function can also be expressed as some sequences of unit vectors, which form some spherical polygons, as shown in Fig. 1(c). To represent all the visibility functions within a small neighborhood of a 3D model vertex, [12] uses the vectorized visibility, i.e. some sequences of position vectors as shown in Fig. 1(b).

The vectorized visibility is precomputed for every vertex and is expressed as:

\[
Q = \{ \{ q_{1,1}, \cdots, q_{1,n_1} \}, \cdots, \{ q_{m,1}, \cdots, q_{m,n_m} \} \},
\]

(1)

where \( Q \) contains \( m \) position vector sequences, \( q_{i,j} \) is the \( j \)-th position vector of the \( i \)-th sequence, and the \( i \)-th sequence contains \( n_i \) position vectors. For readability, we refer to (1) as:

\[
Q = \{ q_j \}.
\]

(2)

Given a vectorized visibility \( Q \), we can synthesize the visibility function \( Q_s \) for a surface point \( s \) which is given by

\[
Q_s = \{ \text{normalize}(q_j - s) \}.
\]

(3)

The radiance equation for rendering direct illumination in general [33] is given by

\[
L = \int_\Omega f_r(l) G(l) L_e(l) V(l) \, dl,
\]

(4)

where \( f_r \) is the BRDF, \( L_e \) is the lighting environment, \( G \) is the geometry term, \( V \) is the visibility function, \( l \) is the lighting direction and \( \Omega \) is the spherical domain. Note that, depending on the discretization, the solid angle is not necessarily a constant. For instance, if latitude-longitude map is assumed, (4) will have an implicit cosine term for the solid angle. The diffuse component and the specular component are added together to form the final radiance value, i.e.

\[
L = L_d + L_s,
\]

(5)

where \( L_d \) is the radiance from the diffuse component, and \( L_s \) is the radiance from the specular component.

For the diffuse component, the BRDF \( f_r \) is a constant function, and the geometry term \( G \) is usually chosen to be \( \max(n \cdot l, 0) \). Substituting to (4) with \( f_r \) being a constant function and \( G = \max(n \cdot l, 0) \), we have

\[
L_d = \int_\Omega k_d \max(n \cdot l, 0) L_e(l) V(l) \, dl,
\]

(6)

where the diffuse reflectance \( k_d \) is a constant, and \( n \) is the surface normal.

The visibility function \( V \) can be synthesized from a vectorized visibility, and the synthesized visibility function (3) can serve as the domain of the integral. Taken into account these facts, we can replace the integration domain \( \Omega \) with a synthesized visibility function. Then, (6) can be rewritten as

\[
L_d = k_d \int_A \max(n \cdot l, 0) L_e(l) \, dl,
\]

(7)

where \( A \) is a synthesized version of the visibility function \( V \) synthesized from a vectorized visibility.

Since the illumination from the lower hemisphere has been blocked by the visibility, the \( \max \) function becomes redundant. Removing the \( \max \) function, we have

\[
L_d = k_d \int_A n \cdot l L_e(l) \, dl.
\]

(8)

As \( n \) is independent to \( l \), we can factorize \( n \) out of the integral [30], thus (8) can be rewritten as

\[
L_d = k_d \int_A n \cdot l L_e(l) \, dl.
\]

(9)

\( IL_e(l) \) is transformed to three SATs, and we refer to these SATs of \( IL_e(l) \) as \( \rho \).

To compute (9), [12] employs a non axis-aligned line segment SAT evaluation, i.e. \( \text{vsat} \). The integration domain \( A \) in (9) is a sequence of unit vectors \( a_i \), each consecutive pair of unit vectors \( [a_i, a_{i+1}] \) represents a line segment, and we
can draw a bounding box for the line segment. Using the SAT lookup directly, we can obtain the integration of the upper and the lower boundaries (say $E$ and $F$). Since the integration of the line segment $\{a_i, a_{i+1}\}$ has to be somewhere in between $E$ and $F$, the $vsat$ is defined as

$$E = \text{SAT}(\rho, \phi_{i+1}, \theta_{i+1}) - \text{SAT}(\rho, \phi_i, \theta_i),$$

$$F = \text{SAT}(\rho, \phi_{i+1}, \theta_{i+1}) - \text{SAT}(\rho, \phi_i, \theta_{i+1}),$$

\[vsat(\rho, a_i, a_{i+1}) = (1 - \beta)E + \beta F,\]  \hspace{1cm} (10)

where $a_i = (\phi_i, \theta_i)$ and $a_{i+1} = (\phi_{i+1}, \theta_{i+1})$ are unit vectors in spherical coordinates, SAT is the SAT lookup operation, and $\beta$ is a scalar interpolation factor.

$vsat$ is indeed a simple operation. It is just utilizing the SAT evaluation from a different perspective. To be specific, although $\rho$ is initially designed for evaluating the integration, we can interpret the evaluation result of $\rho$, i.e. $F - E$, as a sum of luminance weighted directions. Normalizing $F - E$, we have a weighted average direction which is somewhere inside the bounding box, and the weighted average direction reviews the direction of the dominating light source in the vicinity. Based on the perpendicular distance from the weighted average direction to the line segment and a 1D lighting assumption, we have an interpolation factor that can review the influence of the dominating light source, which is given by

$$\beta = \frac{\int_{-\infty}^{\infty} \text{sech}^2(\alpha'(x - x_c))dx}{\int_{-\infty}^{\infty} \text{sech}^2(\alpha'(x - x_c))dx} = \frac{1}{2} + \frac{1}{2} \tanh(\alpha' x_c),$$  \hspace{1cm} (11)

where $\alpha'$ is a constant dependent on environment map resolution, and $x_c$ is the perpendicular distance. $\alpha'$ should roughly correspond to the pixel size of a given environment map, in particular $\alpha' = 5.8$ for $6 \times 256 \times 256$ cubemaps.

By using (10), the integration of each line segment can be evaluated efficiently by fetching just four values from the SAT $\rho$. Then, \(\int_A L_e(I)dl\) can be approximated by using a series of $vsat$, which is given by

$$\int_A L_e(I)dl \approx \text{VSAT}(\rho, A) = \sum_i vsat(\rho, a_i, a_{i+1}).$$  \hspace{1cm} (12)

As a series of $vsat$, (12) inherits the outstanding computational efficiency of the SAT algorithm.

For the specular component, the BRDF $f_s$ and the geometry term $G$ [12] are chosen to be the Phong lighting function [34], [35] and a constant function 1 respectively. Substituting to (4), we have

$$L_s = \int_G k_s \max(\vec{r} \cdot \vec{l}, 0)^\alpha L_e(I) V(I) d\Omega,$$  \hspace{1cm} (13)

where $k_s$ is the glossy reflectance, $\vec{r}$ is the reflected camera direction, and $\alpha$ is the shininess of the surface. Using a computation-friendly version of (13) and following the steps (7)-(9) in an analogous manner, we have

$$L_s = k_s \gamma(\vec{r}, \vec{x}) \int_\Omega \max(\vec{r} \cdot \vec{l}, 0)^\alpha L_e(I) d\Omega,$$  \hspace{1cm} (14)

where $\gamma$ is the intensity ratio of the radiance values with and without the visibility influence. The approximation for $\gamma$ is given by

$$\gamma \approx \frac{\int_A \text{Cap}(I, \vec{r}, \vec{x})L_e(I)dl}{\int_W \text{Cap}(I, \vec{r}, \vec{x})L_e(I)dl},$$  \hspace{1cm} (15)

where $W$ is a spherical circle centered at $\vec{r}$ with the radius $\vec{x}$, and

$$\text{Cap}(I, \vec{r}, \vec{x}) = \begin{cases} \vec{l} \cdot \vec{r} - \cos(\vec{x}), & \text{if } \vec{l} \cdot \vec{r} < \cos(\vec{x}), \\ 0, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (16)

(15) can be evaluated using (12) twice, and therefore (14) is inherently computationally efficient.

**C. DYNAMIC TESSELLATION SHADING**

Rendering direct illumination with vectorized visibility can be done with three kinds of shading, the per vertex shading, the per fragment shading, and the dynamic tessellation shading.

The per vertex shading can provide a fast rendering speed, but its rendering results are potentially plagued with aliasing problems (see Fig. 10(h)). While the rendering results of some triangles are indeed being severely affected though, the majority of the triangles do not share the same problem. For instance, the triangles on the rightmost side of the screen in Fig. 10(h) are practically having the same rendering results as the ground truth (see Fig. 10(b)). To handle the aliasing problem, a simple method is to subdivide all triangles unconditionally, i.e. subdividing the whole 3D model. However, subdividing the whole 3D model is unnecessary, since most of the triangles would not even be affected by the aliasing problem in the first place. The dynamic tessellation shading is a method designed for utilizing this insight.

The dynamic tessellation shading is for boosting the rendering speed while maintaining the rendering quality. The main idea is to subdivide the triangles of the 3D model on demand while performing the computationally more expensive radiance evaluation only at the vertices of the subdivided triangles. The process begins with an estimation to the content frequency of the triangles. It estimates the content frequency indirectly using the vectorized visibility and the lighting environment. For the triangles with higher frequency contents, e.g. shadow boundaries, the triangles get a finer subdivision.

Suppose we have a triangle with vertices $\{t_1, t_2, t_3\}$, and $t_1$, $t_2$ and $t_3$ have the vectorized visibility $Q^1$, $Q^2$ and $Q^3$ respectively. Then, the radiance values of these vertices under the influence of a lighting environment $L$ can be evaluated using (9) and (14) as mentioned above. This gives us a set of three radiance values $\{I_{Q^1}, I_{Q^2}, I_{Q^3}\}$ for the three vertices. Blurring $L$ using a Phong kernel with $\alpha = 256$, we have a blurry lighting environment $L'$. Given $L'$, there will be another set of three radiance values $\{I'_{Q^1}, I'_{Q^2}, I'_{Q^3}\}$.

The difference $\Delta$ between the two sets of radiance can serve as a metric to measure the content frequency of a
triangle, which is given by
\[
\begin{align*}
\Delta_1 &= |Q^1 - I_{Q^1}|, \\
\Delta_2 &= |Q^2 - I_{Q^2}|, \\
\Delta_3 &= |Q^3 - I_{Q^3}|, \\
\Delta &= \max(\Delta_1, \Delta_2, \Delta_3).
\end{align*}
\] (17)

Then, the number of subdivisions for the triangle is
\[
n = 2^{\text{round}(\zeta \Delta)},
\] (18)

where \(\zeta\) is a parameter to control the tessellation quality.

Note that the radiance differences between the radiance under the influence of a blurred lighting environment w.r.t. that of the original lighting environment will tend to be bigger when there are high frequency contents. This fact enables the above process to provide an estimation of triangle tessellation levels that can adjust itself on demand to reflect the presence of high frequency contents.

D. PER FRAGMENT SHADING

For the per fragment shading, the vectorized visibility is used to calculate the radiance values by using (9) and (14) for each pixel on the rendered image. As mentioned in Section II, for each triangle, we have three vertices \(\{t_1, t_2, t_3\}\) and three vectorized visibility \(\{Q^1, Q^2, Q^3\}\). Each pixel gives us a surface point \(s\), and three visibility functions \(\{Q^1_s, Q^2_s, Q^3_s\}\) are synthesized by using (3). Then, three radiance values \(\{I_{Q^1}, I_{Q^2}, I_{Q^3}\}\) are calculated by using (9) and (14). Finally, the radiance value for the surface point \(s\) is calculated by
\[
I_s = \lambda_1 I_{Q^1} + \lambda_2 I_{Q^2} + \lambda_3 I_{Q^3},
\] (19)

where \(\lambda_1, \lambda_2\), and \(\lambda_3\) are the barycentric coordinates. \(Q^1, Q^2\), and \(Q^3\) potentially have different resulting radiance values. This makes it necessary to interpolate the three resulting radiance values with (19) to ensure a smooth transition for the rendered image.

E. VORONOI DIAGRAMS

As mentioned, we will be using Voronoi diagram as a tool to conduct our preliminary correspondence generation. The Voronoi diagram [36] itself is a tool for solving computational geometry problems. For instance, it is applied to the page segmentation and path planning in [37], [38]. Given a set of sites in a 2D space, it partitions the space into some convex regions, namely Voronoi cells, and each site is associated with a Voronoi cell. The vertices of Voronoi cells are called Voronoi vertices. The spherical Voronoi diagram [39] is an extension of the Voronoi diagram. Analogously, given a set of sites on a sphere, the spherical Voronoi diagram will partition the spherical surface into some Voronoi cells, where each Voronoi cell is a convex spherical polygon.

F. MONTE CARLO METHODS

Besides the PRT methods, we can also use ray tracing [40], [41] to render direct illumination. Since the introduction of the Turing architecture [42], NVIDIA RTX [43] provides dedicated hardware to accelerate ray tracing, which boosts the performance of any compatible ray tracing implementations dramatically. As an auxiliary to the ray tracing solution, NVIDIA provides also an OptiX AI denoiser [44], [45] to denoise images such that smooth images can be produced with just a few samples per pixel (spp).

Monte Carlo methods, or importance sampling, are essential components to any ray tracing applications. The Monte Carlo methods estimate the integral (4) by using
\[
L = \frac{1}{N} \sum_{i=1}^{N} f(I_i),
\] (20)

where \(f = f_r \cdot G \cdot L_e \cdot V, p\) is the probability distribution function (PDF), and \(I_i\) is the \(i\)-th random sample sampled from \(p\). The PDF \(p\) can be chosen arbitrarily as long as it is non-zero for the whole spherical surface. A straightforward choice of \(p\) is \(p \propto 1\), and it will give us a uniform sampling. To generate uniform random samples for spherical surface, the sampling equations will consist of a cosine inverse. However, in general, the rendering results will have lower variance if \(p\) better resembles \(f\); ergo, an inevitable conclusion is \(p\) would be ideal if \(p \propto f\).

We would naturally encounter multiple sources of PDFs during rendering, e.g. the BRDF \(f_r\) and the environment \(L_e\). If we choose to draw samples proportional to the BRDF (i.e. \(p \propto f_r \cdot G\)), and the cumulative distribution function inverse of \(p\) is available in closed form (e.g. [33]), the process of drawing samples can be as simple as just evaluating some closed form equations. If we choose to draw samples proportional to the lighting environment (i.e. \(p \propto L_e\)), we can accelerate the process of drawing samples using the alias method [46], [47]. It offers an efficient sample drawing mechanism, which allows us to draw a sample in \(O(1)\) time.

Inheriting the good qualities of individual sources, multiple importance sampling (MIS) [48] draws samples from multiple sources simultaneously to reduce the variance. It combines samples from multiple distributions to construct an estimator by using some heuristics, e.g. the balance heuristic. To further reduce the variance, there are methods to approximate the ideal PDF, e.g. [49], [50] and [51].

The local environment map sampling [50] approximates the ideal PDF by utilizing the coherence between the BRDF and the environment map. It treats all required ideal PDFs as a 4D function of incoming directions and normal directions, discrete samples the 4D function, and applies a customized compression to reduce the memory consumption to a practical level. Importance Driven Environment Map Sampling (IDES) [51] also approximates the ideal PDF by utilizing this coherence. However, instead of trying to pre-compute all possible required PDFs, it uses a path tracing pre-pass to collect the coherence, and its approximated PDF can better reflect the importance from the camera to the environment.
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II. THE PROPOSED ALGORITHM

Hypothetically, if we could directly interpolate the vectorized visibility, we could use the interpolated vectorized visibility to perform only one radiance evaluation (instead of three) and reduce the computational cost significantly.

To facilitate this insight, we develop a method to generate the correspondence for the vectorized visibility, which enables us to add the vectorized visibility in a meaningful sense. As a vectorized visibility by itself is a sequence of position vectors, it supports scalar multiplicity naturally. With these two properties, the vectorized visibility can be directly interpolated.

Having the option to interpolate the vectorized visibility, we can evaluate the radiance \( I_s \) by doing the interpolation before the integration. Therefore, (19) can be rewritten as

\[
I_s = I_{s1}Q_1^t + I_{s2}Q_2^t + I_{s3}Q_3^t.
\]

A. THE CORRESPONDENCE GENERATION

To generate the correspondence for the vectorized visibility, we begin with generating a bunch of spherical Voronoi diagrams, one for each 3D model triangle. As mentioned above, each triangle \( \{t_1, t_2, t_3\} \) has three vectorized visibility \( Q^1, Q^2 \) and \( Q^3 \), i.e., three sets of position vector sequences. Synthesizing three visibility functions at the triangle center \( t_c \) using (3), we have three visibility functions \( Q_r^t, Q_g^t, \) and \( Q_b^t \). These three visibility functions are three sets of unit vector sequences (see Fig. 2(a)). Adding the three sets of unit vector sequences to the same spherical Voronoi diagram, we have Fig. 2(b). Since we are interested in the relationship among the three sets of unit vector sequences, the spherical Voronoi diagram is presented in Red-Green-Blue color coding, where each color represents a set.

B. THE CANDIDATES FOR CORRESPONDENCE

In general, each Voronoi vertex has precisely three Voronoi cells attached to it, and therefore, Voronoi vertices are triplets in general. Looking at the Voronoi vertices in Fig. 2(b), we can observe an interesting phenomenon, i.e., some Voronoi vertices happen to have different colors for all their attached Voronoi cells (see Fig. 2(c)). We refer to these Voronoi vertices as RGB triplets.

Each of these RGB triplets offers a mapping of three entities which identifies three specific position vectors in the three involving vectorized visibility. Geometrically, each RGB triplet gives us a closest triple of sites. These properties make the RGB triplets the good candidates for the preliminary correspondence generation.

The three visibility functions, though sampled differently, are indeed representing the same visibility function, thus the RGB triplets which have their sites geometrically closer to each other can better reflect this fact. Therefore, we define also a metric for measuring the quality of the triplets, namely the tripoint distance, which is given by

\[
D_{RGB}(v_r, v_g, v_b) = \cos^{-1}(v_r \cdot v_g) + \cos^{-1}(v_g \cdot v_b) + \cos^{-1}(v_b \cdot v_r),
\]

where \( \{v_r, v_g, v_b\} \) are the unit vectors from the three adjacent sites.

C. SELECTING TRIPLES FOR CORRESPONDENCE

As mentioned, each RGB triplet offers a mapping of three entities which identifies three specific position vectors in the three involving vectorized visibility. We call this mapping a correspondence triplet, and we will refer to the correspondence triples as triples for the rest of the discussion. A triple can be interpreted from the perspective of the sequence.
Algorithm 1 Identify the Occurrence of the Cross-Link Situation

Require: The selected triple \( t_k \); the targeted set \( T = \{ t_1, t_2, \ldots, t_n \} \), where \( n \) is the size of the set;

Ensure: true or false
1: \( \text{ind}(t,v) = \text{get the position vector index of } t \text{ in visibility } v \)
2: if \( n \geq 2 \)
3: \( ai = \text{ind}(t,v) \)
4: \( bi = \text{ind}(t,v) \)
5: \( j = 0; \)
6: for \( j < n \)
7: \( aj_{upper} = \text{ind}(t,v) \)
8: \( aj_{lower} = \text{ind}(t,v) \)
9: if \((a_i < a_{j} < a_{i} < a_{j}) \)
10: \( bj_{upper} = \text{ind}(t,v) \)
11: \( bj_{lower} = \text{ind}(t,v) \)
12: if \((b_i < b_{j} < b_{i} < b_{j}) \)
13: return true;
14: else
15: return false;
16: end if
17: end if
18: end for
19: end if
20: return true;

FIGURE 3. The entity layout. (a) is the 3D entity layout of a selected triangle after some iterations during the selection process, and some triples can be added to the layout in this process. The blowup in (a) highlights two groups of three line segments connecting red, green and blue dots, which indicates two added triples. (b) is the entity layout of the selected triangle (see Fig. 3). Each line is a triple, each dot is a position vector entity, and each column of dots represents a position vector sequence. By stripping off the 3D info, the entity layout in 2D better, and more directly, indicates the behaviour of the triples.

ordering of the involving vectorized visibility. Laying down the triples and the position vector entities according to the sequence ordering, we have an entity layout of a triangle analogous to Fig. 3.

To generate the correspondence, we will collect all RGB triplets, record their triples, and sort these triples in an ascending order according to their tripoint distance values. Each triangle has a sorted list. A 3D model has many triangles, so a 3D model has many of such sorted lists. For each triangle, we will select triples from its sorted list, and record them to a new triple list, namely the output triple list. After selecting and adding triples to triangles until no more triples can be added, then completing partial triples until no more partial triples can be completed (see Section III-D), and then completing all the remaining partial triples with the relaxed constraints (also in Section III-D), the output triple lists of all the triangles will be the final output of the correspondence generation.

The selection process is an iterative process. First, we randomly select a triangle. The selected triangle will nominate and remove its best triple from its sorted list. The nominated triple may be rejected according to the two following rules. The two rules are

1) If the nominated triple goes through any position vector entity that is already in the output triple list (see Fig. 4), the nominated triple is rejected.

2) Laying down both the position vector entities and the triples already in the output triple list, we have the entity layout of the selected triangle (see Fig. 3). When the nominated triple goes across any triple on the entity layout, the nominated triple goes across a triple that is already in the entity layout. In such case, we reject the nominated triple to reserve the flexibility of using partially overlapped triples for the lateral stages of the correspondence generation.
Adding partial triples to adjacent triangles. When we add a triple to the selected triangle, we add also a partial triple to each of its adjacent triangles. The shared triples are to address the fact that the triangles are intended to represent some smooth surfaces.

Completing the partial triples. Each partial triple is a triple with just two position vector entities. We assign an extra entity to make it a completed triple. In the figure, the two black bold line segments are the partial triples, where the green dashed line segments connect the partial triples through the extra entities.

layout, we say the nominated triple has a cross-link (see Fig. 5), and the nominated triple is rejected.

The reasons behind Rule 1 and Rule 2 are not quite the same. Rule 1 is to reserve the flexibility of using partially overlapped triples for the lateral stages of the correspondence generation. Rule 2, on the other hand, is to avoid an obviously unavoidable rendering artifact. Suppose the output triple list does have a cross-link as shown in Fig. 5. If we look at the ordering of the triples from the perspective of the red dots topside downwards, the red link is in the third place. On the other hand, from the perspective of the green dots, the red link is in the second place.

This inconsistent ordering will almost certainly cause the interpolated visibility functions to become geometrically impossible and results in some rendering artifacts. Rule 2 can ensure the ordering being consistent, thus avoiding the rendering artifacts. Algorithm 1 summarizes the steps to identify the occurrence of a cross-link.

D. PROPAGATING THE PARTIAL TRIPLES
A triangular mesh is almost always intended to be a 3D model with smooth surfaces. As a result, when we add a triple to the selected triangle, part of the triple should be shared by the adjacent triangles. To address this, we need to add a partial triple to each of the adjacent triangles. In other words, each triple is bundled with three partial triples. Fig. 6 illustrates this process, where the added triple on the selected triangle sends a partial triple to the adjacent. Rule 1 and Rule 2 are also applied to the partial triples.

If any partial triples violates the rules, the nominated triple and all its partial triples are rejected. Otherwise, they are added to the output triple list of the selected triangle and its adjacent triangles. This selection process is repeated until no more triples can be added to the output triple lists.

Each partial triple is a triple with just two position vector entities. We assign an extra entity to make it a completed triple. When we assign the extra entity, we still need to maintain the consistency of the output triple list ordering. This requirement limits the choices of the extra entity to the entities in between the immediate neighbours of the partial triple. Fig. 7 illustrates the assignment, where an extra entity is chosen in between the two immediate neighbours of the black bold partial triple.

Analogous to adding triple to a triangle, for each completed partial triple, we need to add two new partial triples to the adjacent triangles. In other words, the partial triples propagate through the neighbouring triangles and spread across the 3D model. During the propagation, Rule 1 and Rule 2 are also applied. Fig. 8 illustrates a partial triple added to an adjacent triangle because of a completed partial triple. We repeatedly examine and try to complete individual partial triple, including the newly generated partial triples during the process, until all partial triples are examined.

After the above processes, most partial triples should have been completed, and most position vector entities should have been visited by a triple. For the remaining, we ignore Rule 1 and stop adding partial triples to the adjacent triangles. In other words, the partial triples propagate through the neighbouring triangles and spread across the 3D model. During the propagation, Rule 1 and Rule 2 are also applied. Fig. 8 illustrates a partial triple added to an adjacent triangle because of a completed partial triple. We repeatedly examine and try to complete individual partial triple, including the newly generated partial triples during the process, until all partial triples are examined.

After the above processes, most partial triples should have been completed, and most position vector entities should have been visited by a triple. For the remaining, we ignore Rule 1 and stop adding partial triples to the adjacent triangles. In other words, the partial triples propagate through the neighbouring triangles and spread across the 3D model. During the propagation, Rule 1 and Rule 2 are also applied. Fig. 8 illustrates a partial triple added to an adjacent triangle because of a completed partial triple. We repeatedly examine and try to complete individual partial triple, including the newly generated partial triples during the process, until all partial triples are examined.

After the above processes, most partial triples should have been completed, and most position vector entities should have been visited by a triple. For the remaining, we ignore Rule 1 and stop adding partial triples to the adjacent triangles. In other words, the partial triples propagate through the neighbouring triangles and spread across the 3D model. During the propagation, Rule 1 and Rule 2 are also applied. Fig. 8 illustrates a partial triple added to an adjacent triangle because of a completed partial triple. We repeatedly examine and try to complete individual partial triple, including the newly generated partial triples during the process, until all partial triples are examined.
FIGURE 8. The propagation of partial triples. Analogous to adding triple to a triangle, for each completed partial triple, we need to add two new partial triples to the adjacent triangles. This process will propagate the partial triples through the neighbouring triangles and spread them across the 3D model.

FIGURE 9. The output triple list filled with the relaxed constraints. For the remaining partial triples and position vector entities, we ignore Rule 1 and stop adding partial triples to the adjacent triangles. Relaxing these constraints, we can add new triples to complete any output triple list.

TABLE 1. The general information of 3D models. These 3D models are all coarsely tessellated.

<table>
<thead>
<tr>
<th></th>
<th>No. of vertices</th>
<th>No. of triangles</th>
<th>Vectorized vis. data size</th>
<th>Output triple list data size</th>
<th>Vectorized vis. generation time</th>
<th>Correspondence generation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avocado</td>
<td>484</td>
<td>882</td>
<td>0.72 MB</td>
<td>4.03 MB</td>
<td>11.9 s</td>
<td>35.6 s</td>
</tr>
<tr>
<td>Duck</td>
<td>2350</td>
<td>4692</td>
<td>3.66 MB</td>
<td>21.15 MB</td>
<td>42.5 s</td>
<td>62.3 s</td>
</tr>
<tr>
<td>Teapot</td>
<td>2024</td>
<td>3706</td>
<td>3.04 MB</td>
<td>17.07 MB</td>
<td>46.3 s</td>
<td>41.9 s</td>
</tr>
</tbody>
</table>

application. The rendering application that we used is the direct illumination rendering. The lighting environment is St. Peter church from [52], which is a cubemap of resolution of $6 \times 256 \times 256$. We convert the lighting environment to latitude-longitude format, and obtain a resolution $1024 \times 512$ texture. The performance is evaluated by using a PC equipped with an Intel(R) Core(TM) i5-8400 CPU, 16GB RAM and a NVIDIA GeForce RTX 2080 Ti GPU.

Table 1 summarizes some general information of the 3D models, Avocado, Duck and Teapot. These 3D models are all coarsely tessellated. With respect to the other PRT methods which could take hours to pre-compute, the pre-computation time of our method is relatively short, which is around a minute. For instance, the pre-computation time for the 3D model Avocado, which has 484 vertices, is less than 50 seconds. The pre-computation time depends on the number of vertices, and we can observe that the pre-computation time is not growing exponentially along with the number of vertices. For instance, w.r.t the 3D model Avocado, the 3D model Duck has 4x vertices but just a double pre-computation time.

As mentioned in Section II, direct illumination rendering can be done with two kinds of shading, one is the per fragment shading, and the other is the dynamic tessellation shading. Both kinds of shading are used for the performance evaluation. We render our ground truth images using a brute force integration, where the shadow volume algorithm [28] is set in place to generate the visibility for the ground truth images.

Our rendering implementation inherits most of the implementation from the previous method, i.e. the vectorized visibility method [12]. The major difference is that our method uses (21) to calculate the radiance values while the previous method uses (19). This is equivalent to interpolating the vectorized visibility directly and performing the radiance evaluation once, instead of synthesizing three visibility functions and performing the radiance evaluation three times.
The rendering results with the dynamic tessellation shading using our method and the previous method, along with the ground truth, are shown in Fig. 10. The tessellation level varies dynamically depending on the content frequency and the tessellation parameter $\zeta$. The rendering quality of both methods improves gradually upon $\zeta$ increases. Fig. 10(c) to Fig. 10(g) are the rendering results of our method, and Fig. 10(h) to Fig. 10(l) are the rendering results of the previous method. As shown in the figures, given the same $\zeta$, the rendering quality is visually similar.

We can also observe the similar rendering quality in terms of PSNR. Fig. 11 shows the PSNR values of our method and the previous method w.r.t. the ground truth, where the curves share the same trend. The PSNR of both methods increases gradually upon $\zeta$ increases and saturates to a similar PSNR value. Note that although the rendering quality is similar, ours is subtly better when the tessellation quality is high enough. For instance, when $\zeta = 4$, the PSNR of our method is 29.58 dB. It is 0.11 dB higher than the PSNR 29.47 dB of the previous method.

The subtly better rendering quality is easier to observe by using the per fragment shading. Fig. 12 shows a pair of per fragment rendering results that we zoom in to emphasize the shadow boundaries. The differences come from the fact that we are directly interpolating the vectorized visibility before the radiance evaluation using (21), instead of interpolating the radiance values using (19), so we have the more accurate visibility functions and, therefore, the subtly better rendering quality.

A. FRAME RATE COMPARISONS

Although just having a similar rendering quality to the previous method, our method provides a significant improvement in terms of rendering speed, which is also a consequence of directly interpolating the vectorized visibility before the radiance evaluation. As mentioned in Section I, our method can reduce the number of radiance evaluation per shading pixel (or per shading vertex) to one-third of that required by the previous method. However, in practice, a 3 times as fast rendering speed is unlikely due to the overhead.
**FIGURE 11.** The PSNR for our method and the previous method [12] given different tessellation parameter $\zeta$. As mentioned, our method has a similar rendering quality w.r.t. the previous method [12]. The PSNR curves confirm this visual observation. Although we describe the rendering quality being similar, ours is indeed subtly better, specifically 0.11 dB higher in terms of PSNR when the tessellation quality is high enough.

**FIGURE 12.** The rendering results with the per fragment shading. To visually appreciate the subtly better rendering quality, we would have to switch to the per fragment shading and zoom-in to the shadow boundaries.

**FIGURE 13.** The frame rate for our method and the previous method [12] given different tessellation parameter $\zeta$. Our method is consistently faster, and the frame rate gains of our method are proportionally bigger for the higher tessellation quality. Due to the influence of the overhead, a 2x times as fast rendering speed is probably the best that we can get from our method.

**FIGURE 14.** The 3D Mark Ice Storm GPU score for smart phone GPUs from [53]. We estimate that only the top tier GPUs can fulfill the 40 to 60 fps expectation using the previous method [12]. On the contrary, by using our method, the computational power requirement of the GPU can be reduced to the mid-tier GPUs. In other words, our method could potentially reduce the computational power requirement without damaging the rendering quality.

Fig. 13 shows the frame rate of our method and the previous method for the dynamic tessellation shading. We can see in the figure that our method is consistently faster. Not only do our method faster, the frame rate gains of our method are also proportionally bigger for the higher tessellation quality. When $\zeta = 1$, the frame rate of our method is 398.4 fps, and the previous method is 295.8 fps. It gives us a frame rate ratio of 1.35. When the tessellation quality increase to $\zeta = 4$, the frame rate ratio increases to 2.3. If the tessellation quality further increases, the frame rate ratio will get closer to the upper bound 3. Due to the influence of the overhead, a 2x times as fast rendering speed is probably the best that we can get from our method.
Our method provides a 2x as fast rendering speed with a similar rendering quality (indeed, subtly better). For the devices with less computational power, e.g. the mobile devices, this property can be an important factor. Limited by the devices that we have accessed to, we can only provide some weaker evidence to support this claim. We obtain the 3DMark Ice Storm GPU scores from the website [53] (see Fig. 14) and use these GPU scores as our reference to the computational power of the mobile devices.

Consider the 521k GPU score of RTX 2080 Ti, the frame rate reported in Fig. 13 and a target frame rate of 40 to 60 fps. We can estimate that, using the previous method and tessellation quality $\zeta = 3$, only the top tier mobile devices, which have GPU scores ranging from 109k to 164k, can fulfill the 40 to 60 fps expectation. On the contrary, by using our method, the computational power requirement of the mobile devices can be reduced to the mid-tier mobile devices, which have GPU scores ranging from 69k to 104k. In other words,
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FIGURE 16. The PSNR and MSE of our method and the six Monte Carlo comparison targets. As expected, the PSNR of MIS IDES is consistently higher than that of directly sampling the environment map by a significant margin, 3.4 dB to be specific. Applying the denoiser to MIS IDES further increases the PSNR roughly by 15 dB given the same amount of processing time. On the other hand, when we have a tight window of processing time, e.g. 5 ms per frame, our method provides a margin of 14.24 dB PSNR improvement w.r.t. MIS IDES. If similar PSNR is assumed, it provides a 4 times as fast rendering speed w.r.t. MIS IDES with denoising. The corresponding MSE curves (b) are also provided for reference.

B. MEMORY CONSUMPTION

An individual position vector \( q_{ij} \) in a vectorized visibility \( Q = \{ q_{ij} \} \) can be uniquely identified by using a pair of indices \( (i,j) \). Three position vector entities make a triple, so a triple has six indices. Each triangle has an output triple list, so the memory size in byte for a triangle is \( 6 \times \text{sizeof(int)} \times \text{number of triples} \) bytes. The sum of these memory sizes gives us the total memory size for the output triple lists of a 3D model.

Table 1 summarizes also the memory sizes of the output triple lists. The memory sizes of the output triple lists are ranging from 4.03 MB to 21.15 MB, while the memory sizes of the initial data, i.e. the vectorized visibility, are ranging from 0.72 MB to 3.66 MB. Comparing to the initial data, we can see that the memory sizes of the output triple lists are larger. This is because we provide each triangle an individual output triple list. As each output triple list is a many to many mapping, the number of triples per triangle will be larger than the number of involving position vectors. However, the memory requirement is still within a comfortable range to the nowadays mobile devices.

C. COMPARISONS TO PRT METHODS

We also compare the direct illumination rendering results using the per fragment shading, and the rendering results are shown in Fig. 15. There are just a handful of rendering methods that can synthesize visibility functions with per vertex visibility samples for the per fragment shading. Two of such methods are the vectorized visibility method and the SSDF methods.

Our method inherits the vectorized visibility method, so it also allows such an application. Inheriting the advantages of the vectorized visibility method (see Fig. 15(k)), our method provides high quality rendering results (see Fig. 15(j)) even with a coarsely tessellated 3D model (see Fig. 10(a)) and preserves similar visual details for the shadows compared to the ground truth (see Fig. 15(i)). Besides the inherited advantages, analogous to the dynamic tessellation shading, our method also provides a 2x rendering speed for the per fragment shading. In particular, specific to Fig. 15(j) and Fig. 15(k), our method is 2.5 times as fast as the previous method. The same observation can also be concluded by comparing Fig. 15(b)(c) against (a), so as Fig. 15(f)(g) against (e).

The SSDF methods synthesize the visibility functions by interpolating the SSDFs. Fig. 15(d), Fig. 15(h) and Fig. 15(l) are the SSDF rendering results rendered using the SSDF method [31]. As reported in [12], the vectorized visibility method has a better visibility interpolation ability than the SSDF methods. Our method inherits the advantages of the vectorized visibility method, so it also has a better visibility interpolation ability than the SSDF methods. However, it is important to point out that the visibility interpolation ability of the SSDF methods can improve dramatically by over sampling the 3D model surfaces for the visibility functions and applying to them a cluster PCA compression afterwards. Taking into account this possibility, the SSDF methods might be able to provide a faster rendering speed at the same rendering quality even w.r.t. our 2x rendering speed remedy to the vectorized visibility method. It would be interesting to analyze these methods from the rendering speed perspective.

D. COMPARISONS TO MONTE CARLO METHODS

1) THE EXPERIMENTAL SETUP

To include Monte Carlo methods for the performance evaluation, we implement IDES for the direct illumination rendering. We adjust IDES to an RTX compatible implementation using the alias method [47], MIS [48], Vulkan [54], NVIDIA RTX [43] and the OptiX AI denoiser [45]. By fully utilizing the hardware acceleration, the implementation achieves a real time rendering speed. For
FIGURE 17. The visual evaluation for our method and the six Monte Carlo comparison targets. Given 5 ms per frame, the rendering result of our method (b) is smooth and preserves the fidelity of shadows. On the other hand, the rendering result of MIS IDES at 8 spp (d) still has a significant amount of pepper noise. Therefore, our method provides a large margin of performance improvement, i.e. 14.24 dB in terms of PSNR. With the denoiser, the rendering result of MIS IDES at 2 spp (j) has a similar PSNR as (b). However, similar PSNR only reflects similar visual quality from macroscopic point of view, which does not necessarily imply an equivalent visual quality. For instance, (b) captures local features like the subtle shadow transitions, which are lost in (j) because of not enough spp.

instance, with 8 spp and the OptiX AI denoiser, it can produce visually appealing smooth images at 45 fps (see Fig. 17(g)).

Note that IDES consists of two components, the first component is an improved selection of outgoing directions from a...
given environment map, and the second is an efficient starting position sampling for light paths. It is less obvious of how to implement an RTX compatible adjustment for the lateral one, and it is unfair to compare algorithms with hardware support vs. those without. Therefore, we compare to the first component of IDES only, i.e. the approximated directional distribution.

As documented in [51], we prepare the initial luminance environment map, prepare the path map, and element wise multiply them to obtain the approximated directional distribution. Then, we feed the distribution to the alias method for accelerating the sampling process. It should be noticed that before feeding to the alias method, the distribution should be multiplied with the solid angles, in order to correct the non-uniform sampling problem of the latitude-longitude map. The resulting probability table and the alias table from the alias method, together with the approximated directional distribution before the solid angle multiplication, are uploaded to the GPU as three Vulkan storage buffers.

In the raygen shader, we use the balance heuristic, MIS [48], to combine the samples from the BRDF and the approximated directional distribution. To simplify the discussion, we refer to this usage of MIS and IDES as MIS IDES. Then, we substitute the distribution with the distributions from two other methods. The first one is the environment map itself, and it serves as the baseline for the included Monte Carlo methods in our performance evaluation. The second one is the distribution from applying both the approximated directional distribution and [50]. Considering also with or without denoising, we have the six comparison targets in the direct illumination rendering results shown in Fig. 16.

2) COMPARISON

Fig. 16(a) shows how the PSNR evolves with varying spp. The curves are obtained by plotting the PSNR against per frame processing time. As expected, the PSNR of MIS IDES is consistently higher than that of the baseline by a significant margin, 3.4 dB to be specific. Interestingly, MIS IDES is increasingly faster than the baseline with the same number of spp, which is probably because IDES exhibits a better ray coherence.

Also shown in the figure is the PSNR of our method with varying tessellation quality. We can see in the figure that given the same amount of processing time, our method has a higher PSNR than MIS IDES. Given 5 ms per frame, the PSNR of our method is 29.58 dB, while the PSNR of MIS IDES at 8 spp is 15.34 dB. It gives us a performance improvement of 14.24 dB in terms of PSNR.

This performance improvement can also be observed visually. Fig. 17 shows the direct illumination rendering results of our method and our six comparison targets. Comparing Fig. 17(b) (rendered in 5.0 ms) to Fig. 17(d) (rendered in 5.8 ms), we can see that our method provides a smooth rendering result that can preserve the fidelity of shadows, while MIS IDES at 8 spp still exhibits a significant amount of pepper noise. At 8 spp, MIS IDES is far from converged, and therefore we have the large margin of performance improvement. See Fig. 18 for a sequence of rendering results that is approaching to its converged state.

By applying the denoiser, smooth rendering results can be obtained with just a few spp (see Fig. 17(c)-(e) vs. Fig. 17(f)-(h) and Fig. 18(a)-(d) vs. Fig. 18(e)-(h)). In terms of PSNR, denoising a rendering result significantly
increases the PSNR, ranging from as high as 20 dB at 2 spp, gradually reducing to 19 dB at 8 spp, and eventually to 8 dB at 512 spp (see Fig. 16(a)). However, because of the overhead of applying the denoiser, it is infeasible to have a same speed comparison. The fastest rendering speed with the denoiser is 18.56 ms at 1 spp whereas the slowest of our method is 8.79 ms. Instead, we perform a similar PSNR comparison. With the similar PSNR, the processing time of our method is 5 ms, while that of MIS IDES with the denoiser at 2 spp is 19 ms. Our method has a 4 times as fast rendering speed w.r.t. MIS IDES with the denoiser. Note that PSNR only reflects visual quality from macroscopic point of view. The rendering result of our method Fig. 17(b) captures local features like the subtle shadow transitions, which are lost in Fig. 17(j) because of not enough spp.

It is possible to apply [50] on top of IDES. However, we did not observe a further performance improvement (see Fig. 16(a) and Fig. 17). This is probably because their treatment to approximate the ideal PDF is overlapping, where both are utilizing the coherence between the BRDF and the environment map.

Lastly, the material attributes of the 3D models in the rendering results above are all, deliberately, plain white to enhance the visual comparison. In general, 3D models would look better with material attributes like texture mapping, material color, vertex color, etc. Readers may refer to Fig. 19 for the rendering results with more decor.

V. CONCLUSION

In this paper, we propose a method to generate the correspondence for the vectorized visibility, and we evaluate our method using the all frequency direct illumination rendering. The basic idea is to use spherical Voronoi diagram to conduct a preliminary correspondence generation. Propagating the preliminary results through the neighbouring triangles and spreading them across the 3D model give us the output triple lists, i.e. the correspondence for the vectorized visibility.

With the output triple lists, we can directly interpolate the vectorized visibility for either the dynamic tessellation shading or the per fragment shading. Hence, our method can provide a 2x as fast rendering speed with a similar rendering quality w.r.t. the vectorized visibility method [12]. This property can potentially make the usages of the vectorized visibility more suitable for devices with less computational power, e.g. the mobile devices.
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