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ABSTRACT For the wireless sensor networks (WSNs) heterogeneous node deployment optimization
problem with obstacles in the monitoring area, two new �ower pollination algorithms (FPA) are proposed
to deploy the network. Firstly, an improved �ower pollination algorithm (IFPA) is proposed based on FPA,
aiming at the shortcomings of the convergence speed is slow and the precision is not high enough of FPA. The
nonlinear convergence factor is designed to correct the scaling factor of FPA, the Tent chaotic map effectively
maintains the diversity of the population in the late iteration, and a greedy crossover strategy is designed to
assist the remaining individual search with better individuals. Secondly, based on FPA, a non-dominated
sorting multi-objective �ower pollination algorithm (NSMOFPA) is proposed. The external archive strategy
and leader strategy are introduced, to solve the global pollination problem. The proposed crowding degree
method and the introduced elite strategy effectively maintain the diversity of the population. Then, IFPA is
applied to WSN deployment aiming at optimizing coverage rate, simulation experiments show that IFPA
can obtain a higher coverage rate with shorter iterations, which can save network deployment costs. Finally,
applying NSMOFPA to the WSN deployment with optimization objectives for coverage rate, node radiation
over�ow rate and energy consumption rate. The experimental results verify that NSMOFPA has a good
optimization effect and can provide a better solution for WSN deployment.

INDEX TERMS Deployment optimization, improved �ower pollination algorithm, non-dominated sorting,
multi-objective �ower pollination algorithm, wireless sensor networks.

I. INTRODUCTION
With the development of 5G and the Internet of Things,
wireless sensor networks (WSNs) have been widely used
in medical health, environmental monitoring and industrial
�elds [1]�[3]. In recent years, researchers have studied the
routing protocols, positioning and coverage in WSNs [4]�[6],
where coverage optimization is one of the most basic prob-
lems of WSNs [7]. Regional coverage optimization is a
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research hotspot that researchers are very interested in, but
the intricate real-world environment brings new challenges
to WSN deployment. In the meantime, group intelligence
algorithms have been widely used in optimization problems,
network deployment mostly uses intelligent optimization
algorithms to implement dynamic deployment of nodes on
a two-dimensional plane.

There are two circumstances: urban deployment and forest
deployment. As shown in Fig. 1, the sensors are deployed
in urban residential areas, nodes can be charged by solar
energy, and coverage is the optimization objective of network
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FIGURE 1. WSN deployed in urban area.

FIGURE 2. WSN deployed in forest.

deployment. In this circumstance, most researchers have
discussed the deployment of homogeneous sensor nodes in
obstacle-free monitoring areas, and they considered the entire
monitoring area to be fully covered with a minimum number
of nodes [8]�[12]. Fig. 2 shows the second circumstance
in which the sensor network is deployed in the forest and
the batteries of nodes are not rechargeable. In this case,
the optimization of energy consumption is very important
to the life span of the whole network. Most researchers
have studied the deployment problem with network cover-
age rate, energy consumption rate, deployment cost, net-
work connectivity and energy consumption balance rate, and
most of them considered the deployment of homogeneous
sensor nodes in the obstacle-free monitoring area [13]�[17].
The multi-objective coverage optimization problem is �nally
optimized using multi-objective optimization algorithms. The
�ower pollination algorithm (FPA) is a heuristic search
algorithm proposed by Yang [18], and has been applied
to �exible job shop scheduling, Sudoku problem and eco-
nomic dispatch [19]�[21], but FPA has the disadvantages
of slow convergence rate and low optimization precision.
Multi-objective �ower pollination algorithm mostly opti-
mizes multi-objective problems in a linear weighted sum
manner [22]�[24], however, the linear weighted sum opti-
mization method cannot optimize all multi-objective opti-
mization problems.

For the �rst deployment circumstance, taking into account
the actual deployment environment, this paper studies the
problem of maximizing network coverage, with the presence
of obstacles in the monitoring area and the deployment of
mixed sensor nodes with multiple perceived radii. On the
basis of FPA, we propose an improved �ower pollination

algorithm (IFPA) to effectively improve node coverage in
network deployment. The main improvements are as follows.

1) The chaotic map is used to initialize the population
and enrich the diversity of the population. When the
algorithm falls into local optimum, the chaotic map-
ping method is utilized to generate some new search
agents. Hence, the strategy enhances the ability of the
algorithm to jump out of local optimum.

2) A nonlinear convergence factor is proposed to con-
strain the original scaling factor, this strategy improves
the convergence ability of the algorithm by promoting
global optimization search.

3) The proposed greedy crossover strategy optimizes the
search with the current individual, surrounding individ-
uals and optimal individuals, and effectively improving
the precision of solution.

For the second deployment circumstance, in [10], a model
of node radiation over�ow rate was proposed, but it only
discusses the area of the node radiation over�ow. Refer-
ence [12] proposed a network model with network cover-
age and energy consumption, but only considered a part of
energy consumption. In recent years, even if FPA is used to
solve multi-objective optimization problems, most of them
are converted into single-objective optimization by linear
weighted sum. Several distinctive contributions of this paper
are summarized as follows.

1) This paper adds the discussion of the node radiation
over�ow area in the case of obstacles. If the area of
the over�ow is less, the network is more stable and
conducive to secondary deployment.

2) The energy consumption of this paper consists of
the perceived consumption, the energy consumed to
receive and transmit data, and the distance that the node
moves. On this basis, the heterogeneous sensor nodes
are deployed in the monitoring area with obstacles
to maximize network coverage, with mimimum node
radiation over�ow rate and minimum energy consump-
tion rate.

3) This paper proposes a multi-objective �ower pol-
lination algorithm based on non-dominated sorting
(NSMOFPA), which uses external archive strategy and
leader strategy to solve the problem of multi-objective
global pollination. The elite strategy is used to speed
up the convergence rate of the algorithm, and the role
of the greedy crossover strategy is to improve the preci-
sion of the solution set. In addition, a crowding degree
calculation method is proposed to maintain the diver-
sity of the current solution set population. Compared
with several well known multi-objective optimization
algorithms, the NSMOFPA algorithm has faster con-
vergence speed, higher precision and more uniform
distribution of non-dominated solution set, which can
provide a better solution for WSN optimal deployment.

The reminder of this paper is organized as follows: the
related work is introduced in Section II, the relevant model
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TABLE 1. WSN deployment related works.

of WSN deployment and the problem model to be optimized
are introduced in Section III. In Section IV, the basic �ower
pollination algorithm is described. Section V and Section VI
present an improved �ower pollination algorithm and multi-
objective �ower pollination algorithm, respectively. The sim-
ulation experiments and analysis are presented in Section VII.
Finally, a brief conclusion of this paper and some future
works are drawn in Section VIII.

II. RELATED WORK
This paper discusses the deployment environment in urban
circumstance and forest circumstance, and proposes two new
�ower pollination algorithms. We therefore brie�y discuss
each circumstance in turn.

For the deployment environment shown in Fig. 1, in [8],
a particle swarm optimization (PSO) algorithm based on the
current search state was proposed. It was used to optimize the
sensor network deployment and improve the adaptive ability
of the network, but the algorithm has the disadvantage of
falling into local optimum. In [9], the improved virtual spring
force algorithm (VSFA) was used to deploy the regular hexag-
onal network topology, which effectively reduces the area of
the vulnerability in the sensor network. This scheme only
addresses the deployment strategy under ideal conditions, but
not the complex environment. In [10], the coverage rate is
the optimization goal, and the adaptive improved �sh swarm
algorithm (AIFS) is used to optimize the sensor deployment,
which signi�cantly improves the network coverage area and
reduces the energy consumption, but only for homogeneous
sensors and the ideal deployment environment.

For the deployment environment shown in Fig. 2, [13]
takes network coverage, network deployment cost and con-
nectivity of network as optimization objectives. The authors
used NSGAII (a fast multi-objective genetic algorithm)
to obtain a better deployment plan. However, NSGAII
has a disadvantage that the distribution of non-dominated

solutions is uneven, especially on high-dimensional optimiza-
tion problems. In [14], the multi-objective differential evolu-
tion algorithm (MODEA) is applied to the WSN deployment
of the geometric polygon monitoring area, the coverage rate
and energy consumption rate of WSN are taken as opti-
mization objectives. A good solution is provided in [14],
but the paper does not consider the energy consumption due
to data transmission and reception. The works of [15]�[16]
optimize the network coverage, energy consumption rate and
energy balance rate, using different approaches. The work
in [15] integrates the three optimization objectives into a
single objective in a linear weighted manner, then uses the
whale group algorithm (WGA) to optimize the single objec-
tive function. Although the method is simple, the computation
time is too long. The work in [16] uses MOEA/D-I (a multi-
objective evolutionary algorithm based on decomposition)
and MOEA/D-II algorithms to jointly optimize the model,
but it only considers the deployment of homogeneous sensor
nodes and the presence of obstacles. Some works in this
domain are exposed in Table 1.

FPA is a heuristic search algorithm proposed by Yang
based on the way of �ower pollination [18], and has been
used for multi-objective optimization [25]. The algorithm
has better optimization ability and convergence performance.
In [19], a discrete operation was added to the FPA, and it was
applied to solve the problem of �exible job shop scheduling.
The simulation experiment showed that the algorithm has
a better capability to search the optimal solution, but the
convergence speed of the algorithm is slower. Reference [20]
proposed an improved FPA based on chaos search, which
improved the ability of the algorithm to jump out of local
optimal and improved the precision of solution. When applied
to Sudoku, the algorithm provides a better and clearer solu-
tion, but the convergence performance of the algorithm is not
signi�cantly improved. In the multi-objective optimization
problem, [21] and [22] convert multiple objective functions
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into a single-objective problem with a linearly weighted sum.
Reference [21] optimized multi-objective power �ow prob-
lems with secondary fuel cost, secondary cost, total useful
work power and voltage distribution. Reference [22] opti-
mized multi-objective power congestion management with
transmission congestion, improved voltage, cost factor and
actual power loss. Both papers can obtain a better Pareto
front. However, when multi-objective problems are optimized
by linear weighted sum, this method has a large amount
of calculation, a long running time, and is not necessarily
suitable for all multi-objective optimization problems.

III. MODEL AND COVERAGE OPTIMIZATION PROBLEM
DESCRIPTION
In this part, we will introduce the WSN deployment model,
involving node attributes, coverage calculation, energy con-
sumption calculation, node radiation over�ow rate descrip-
tion, as well as optimization objectives of single-objective
and multi-objective WSN deployment problems.

A. HETEROGENEOUS NODE DESCRIPTION
A sensor node has a perception radius and communication
radius respectively. To ensure the connectivity of the wireless
sensor network, the communication radius of a node is set
to be greater than or equal to twice of the perception radius.
This paper assumes that sensor nodes are heterogeneous
with different perception radii, communication radii and bat-
tery capacity. The set of heterogeneous nodes is denoted
by Type D ftype1; type2; type3; : : : ; typeng, with the corre-
sponding sets of perception radii r D frp

1 ; r
p
2 ; r

p
3 ; : : : ; r

p
n g,

communication radii R D fRc
1;R

c
2;R

c
3; : : :R

c
ng, node numbers

N D fN1;N2;N3; : : : ;Nng, and initial battery capacity E D
fE1;E2;E3; : : : ;Eng.

B. COVERAGE RATE DESCRIPTION
In a WSN, suppose there is a set of wireless sensor nodes
S D fs1; s2; s3; : : : ; sng, a set of monitoring nodes M D
fm1;m2;m3; : : : ;mng, (xi; yi) and (xj; yj) correspond to the
two-dimensional coordinates of si and mj respectively. Then
the Euclidean distance between the two nodes is given byV

d
�
si;mj

�
D
q�

xi � xj
�2 C

�
yi � yj

�2 (1)

The probability that the monitoring point mj is perceived
by the node si can be computed as followsV

pcov
�
si;mj

�
D

(
1 if d

�
si;mj

�
� rp

0 otherwise
(2)

The joint perceived probability of all sensor nodes to point
mj isV

Cp
�
sall;mj

�
D 1�

nY

iD1

�
1� pcov

�
si;mj

��
(3)

where sall is all sensor nodes in the monitoring range. Sup-
pose the monitoring area with rectangular shape is L1 �W1m2.

For the convenience of calculation, the rectangle is divided
into L1 � W1 small grids, and one monitoring node is located
at the center of a grid. The joint perception probability of a
monitoring point is calculated by (3). The sum of the areas of
all the monitored grids is the coverage area. Coverage rate Cr
can be expressed as followsV

Cr D
L1X

xD1

W1X

yD1

Cp
�
sall;m.x�1/�W1Cy

��
L1 � W1 (4)

C. ENERGY CONSUMPTION DESCRIPTION
The control of energy consumption is particularly important
for the life span of a WSN, where the lower the energy
consumption and the longer the life span. The energy con-
sumption considered in this paper consists of three parts,
the �rst part is the energy consumed by completing the
task of perception (radiation), the second part is the energy
consumed by sending data and receiving data, and the third
part is the energy consumed by the node movement after
deployment.

In the �rst part, using the same model of energy consumed
by perception as in [14], the energy consumption of a node
Ea is proportional to rp

i , as described belowV

Ea D � �
nX

iD1

�
rp
i
�2 (5)

where� is the parameter of perception, rp
i is the perception

radius of node si, and n is the number of nodes.
The energy consumption of the second part is composed

of the energy consumed by the circuit when the node sends
and receives data. The data is transmitted by the �ooding
protocol [26].

If node i sends a packet of length k bits to node j, the energy
consumption of node i is as followsV

ETx .k/ D k � Eelet C � (6)

The energy consumed by node j to receive this packet is
described as followsV

ERx .k/ D k � Eeler C � (7)

Total energy consumed by a packet transmission between
node i and j can be described as followsV

Eij .k/ D ETx .k/C ERx .k/ (8)

The total energy consumed by the entire network for data
transmission can be described as followsV

Eb D
X

Eij .k/ (9)

Note that Eelet and Eeler represent the energy consumed by
transmitting and receiving 1 bit data, respectively, and � is
the energy consumed by noise interference when transmitting
and receiving data, and Eb is the total energy consumed by the
entire network to complete the transmission and reception of
k-bit data.
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FIGURE 3. Maximizes coverage area and overflow area.

The energy consumption of the third part is the energy
consumed by the moving nodes, which is represented by Ec.
The location of all sensing nodes can be accurately obtained
by GPS or positioning algorithm [15]. After the optimal
deployment algorithm is completed, the nodes need to be
moved to their optimal positions. In this paper, the LAPJV
algorithm in [27] is adopted for optimal assignment, so that
the sum of the moving distance of all nodes is minimum, that
is, the total energy consumption is minimum. Reference [9]
mentioned that the energy consumed by the node’s moving
distance can be described asV

Ec D l � Dall (10)

Assuming that the total moving distance is Dall , l is the
energy consumed per meter of movement, so the total energy
consumed under the model is the product of l and Dall .
It should be noted that the third part of energy consumption
only needs to be discussed in the deployment, and its energy
consumption is small. Es is the total energy consumed by the
deployment of the WSN. Eall is the total energy of all sensor
nodes, so the energy consumption rate Er can be expressed
as followsV

Es D Ea C Eb C Ec (11)

Er D
Es

Eall
(12)

D. NODE RADIATION OVERFLOW RATE DESCRIPTION
Reference [10] mentions the calculation of node radiation
over�ow area, but it only discusses the situation in which
node radiation over�ows monitoring area. On this basis, this
paper adds the discussion of node radiation over�owing to
obstacles. When the over�ow area is large, not only the node
radiation energy is wasted, but also after the node energy is
exhausted, there will be a large coverage hole in the network.
Therefore, the radiation over�ow rate of nodes can re�ect the
stability and adaptability of the network.

De�nition 1 (Maximum Coverage Area): The sensing
range of the node does not exceed the monitoring area, and
there is no overlap between any sensor nodes.

De�nition 2 (Over�ow Area): The total area of the radi-
ation beyond the monitoring area and over�owing into the
obstacle area.

Referring to Fig. 3(a), the maximum coverage area is
denoted as Sm. In order to facilitate calculation, a monitoring
point is added into the grid of the monitoring area. The small
black point in the �gure is the monitoring point, if the node
covers the small black point, it is considered to cover the small
square area (1m2) where the small black point is located, and
Sm is described by Eq. (13). The number of nodes is n, ai is
the maximum coverage area of node i, and Sm is the sum of
the maximum coverage areas of all nodes.

Sm D
nX

iD1

ai (13)

In Fig. 3(b), the area beyond the monitoring area is the
over�ow area, which is the over�ow portion and the waste
of radiation, which is denoted as Sw. Therefore, the over�ow
area Sw and over�ow rate Wr can be expressed as followsV

Sw D Sm �
msX

jD1

cj (14)

Wr D
Sw

Sm
(15)

where ms is the number of monitoring points, and cj is the
number of times that monitoring point j is covered by nodes.
For example, in Fig. 3 (a), one node covers twelve monitoring
points, so Sm D 4�12 D 48. In Fig. 3 (b), Sm D 9�12 D 108.
By Eqs. (14) and (15), Sw D 84, so Wr D (108� 84)=108 D
22:2%:

E. OPTIMAL ASSIGNMENT DESCRIPTION
When the deployment optimization of sensor nodes is com-
pleted by swarm intelligent algorithm, the randomly deployed
sensor nodes need to be moved to the �nal deployment loca-
tion, and the sum of the moving distances of all nodes must
be minimized. Therefore, we adopt the optimal assignment
algorithm to plan the moving scheme.

De�nition 1 (WSN Node Optimal Assignment): The ran-
domly deployed sensor nodes are moved to the speci�ed
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FIGURE 4. Node optimal assignment mobile deployment.

location, while meeting the minimum sum of the moving
distances of all nodes.

It is worth noting that the types of the two sensors assigned
must correspond to each other. As shown in Fig. 4, the rect-
angle represents the monitoring area, where nodes A and B
belong to the same type, C is another type, the node with
subscript i indicates the initial deployment location, and the
subscript with e indicates the �nal optimized deployment
location. It can be seen that the optimal assignment is (Ai,
Be), (Bi, Ae) and (Ci, Ce), at which time the total distance of
movement is the smallest, and the types correspond to each
other. The assignment algorithm used in [14] is Hungarian
algorithm, [28] points out that the LAPJV algorithm is faster
and consumes less computer memory and time than the Hun-
garian algorithm. Therefore, this paper adopts the LAPJV
assignment algorithm proposed in [27].

F. POSITION CORRECTION DESCRIPTION
In order to better meet the actual deployment situation of
WSNs, this paper adds geometric obstacles in the monitoring
area, such as triangular obstacles in the shaded part in Fig. 5.
When the algorithm optimizes the deployment of nodes,
it may encounter the following two special situations.

a. In Fig. 5, node b is inside the obstacle, and its position
needs to be corrected. The practice of this paper is to make
a line CD perpendicular to the obstacle with the point b as
one end, corresponding to h in Eq. (16), the length of the line
segment CD is twice the perception radius of the node, and
the corrected position is a random point on the line segment
CD, represented by r 
 h, r 2 [0,1], and ps is the corrected
node position. In Fig. 5, b’ is the corrected position of node
b.

ps D r 
 h (16)

b. If the node is not in the monitoring area, as node a in
Fig. 5, a position is randomly generated in the monitoring
area 2 [l1, l2], and node a’ is the corrected position. The
mathematical description is as followsV

ps D l1 C r � (l2 � l1) (17)

FIGURE 5. Node deployment with obstacles in the monitoring area.

G. NETWORK CONNECTIVITY DESCRIPTION
Network connectivity is the most basic requirement of WSNs,
as mentioned in the above heterogeneous node model, S, r
and R correspond to node set, perception radius set and com-
munication radius set respectively. For ease of calculation,
assume 2rp D Rc, a directed graph adjacency matrix Mv is
established, which is used to store the connectivity of any two
nodes, and is judged to be connected according to Eq. (18).
Mv[i][j] D 1 indicates that node i can transmit data to node
j(one-way communication), otherwise they are disconnected.
Then, according to the matrix power algorithm of [29], it can
be judged whether the whole network is connected using the
matrix Sv which is calculated by Eq. (19).

Mv [i] [j] D

(
1 if d

�
si; sj

�
� Rc

i
0 otherwise

(18)

Sv D Mv CM2
v CM3

v � � � CMn�1
v (19)

where n is the number of sensor nodes, if there is an element
in Sv that is 0, the network is not connected, otherwise,
it is connected. On the basis of WSN connectivity, the mini-
mum spanning tree can be generated using the Kruskal algo-
rithm [30].

H. SINGLE OBJECTIVE DEPLOYMENT OPTIMIZATION
PROBLEM
As shown in Fig. 1, when sensor nodes are deployed in
urban residential areas, the node battery can be solar-charged.
Therefore, we only need to optimize the coverage of the
network. The larger the coverage rate, the better the deploy-
ment effect. I is the position coordinate, perception radius
and communication radius matrix of a group of sensor nodes.
Based on the description in Section III. B, the problem is as
followsV

f1(I) D Max .Cr .I// (20)
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I. MULTI-OBJECTIVE DEPLOYMENT OPTIMIZATION
PROBLEM
As shown in Fig. 2, when the sensor node is deployed in a
forest environment, because the node battery is not recharge-
able, the battery capacity is critical to the network life span,
the smaller the energy loss, the longer the network life span.
In addition, when the radiation of the node is mostly in the
monitoring area, the coverage area of the node can be max-
imized. Hence, the smaller the area outside the monitoring
area and within the obstacle of the node’s radiation, the more
effective reduction of the network hole, which is conducive to
the secondary deployment of the network. Coordinate posi-
tions, residual energy, perception radius, and communication
radius of a set of sensor nodes are denoted as O.

f1(O) indicates the maximum WSN coverage rate.

f1 .O/ D Max .Cr .O// (21)

f2(O) indicates the minimum node radiation over�ow rate.

f2(O) D Min .Wr .O// (22)

f3(O) indicates minimizing WSN energy consumption rate.

f3(O) D Min .Er .O// (23)

IV. FLOWER POLLINATION ALGORITHM
FPA is a heuristic search algorithm proposed by Yang in 2012,
it is based on the pollination process of �owering plants in
nature. The algorithm takes cross-pollination as global polli-
nation and self-pollination as local pollination for evolution,
and has better optimization ability and convergence speed.
FPA has been proved to have better performance than GA
and PSO in multi-peak test functions [18].

In nature, �owering plants pollinate in two ways: cross-
pollination and self-pollination. Cross-pollination is com-
pleted by pollinators (birds, bees, insects), pollen can be
spread over long distances by pollen carriers, so it can cross
the gap between �owers and make information exchange
with distant �owers. Therefore, in FPA, heterogeneous pol-
lination is called global pollination. Self-pollination is the
exchange of information with nearby �owers by means of
wind, it is similar to the process of self-crossing in plants,
this pollination method is called local pollination in FPA.
The conversion of cross-pollination and self-pollination is
regulated by the parameter p. In order to simplify the problem,
in FPA, it is assumed that each plant only has one �ower and
one �ower has only one pollen gamete, which is a potential
solution to the problem. For the convenience of description
and understanding, the following description of pollen mating
is replaced by solution of algorithm.

A. GLOBAL POLLINATION OF FLOWERS
In FPA, when global pollination is carried out, pollens are
carried by pollinators such as birds, bees and insects to spread
the pollens to any place, which can be regarded as global
search. Because birds’ �ight behavior has Levy �ight char-
acteristics, that is, the step size of global pollination follows

Levy distribution. Global pollination can be described as
followsV

XtC1
i D Xt

i C 
 � L �
�
Xbest � Xt

i

�
(24)

The vector Xbest represents the best individual or vector solu-
tion in the iteration so far, Xt

i is the t-th generation (current
generation) individual or vector solution, XtC1

i is the t C 1-
th generation (next generation) individual or vector solution.
L is the intensity of global pollination, it is the step size of
pollen movement, 
 is a scaling factor for controlling step
size. Assuming that birds carry pollen and the �ight of birds
follows the Levy distribution. The mathematical description
of Levy distribution is as followsV

L �
�0 .�/ sin

���
2

�

�
�

1
s1C� ; .s� s0 > 0/ (25)

where 0(�) is the standard gamma function, s is Levy �ight
step size, s0 represents the minimum step size, and s is
generated by using the method of [25].

s D
U

jV j
1
�
; U � N

�
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In the formula, U and V obey the Gaussian distribution,
and � is a constant, which is generally set to 1.5 [18].

B. LOCAL POLLINATION OF FLOWERS
In FPA, local pollination is the transmission of pollen through
abiotic (wind) and the distance of transmission is rela-
tively short, which enables neighboring pollen to exchange
information with each other and can be regarded as local
search. The description is as followsV

(
XtC1

i D Xt
i C " �

�
Xt

j � Xt
k

�

" � U .0; 1/
(28)

where XtC1
i is the individual produced by tC1-th generation,

Xt
j , Xt

k respectively represent the j-th and k-th individuals in
the t-th generation, and " is the local pollination coef�cient
and is uniformly distributed in [0,1]. It can be seen from the
above formula that the product of the distance between any
two individuals and the random fraction " will remain in the
i-th individual and be preserved in the next generation.

C. SWITCH PROBABILITY P
In FPA, there are two pollination modes, namely global polli-
nation and local pollination, and p is the switch probability of
the two modes. In [18], it has been proved that when p is 0.8,
it has good effect in most application scenarios. The switch
probability p is described as followsV

pollination mode D

(
global pollination if r < p
local pollination otherwise

(29)
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FIGURE 6. a convergence factor.

In the above formula, r 2 [0,1]. if r < p, global pollination
is performed, and otherwise, local pollination is performed.

The FPA �tness calculation method can be expressed by
Eq. (30), X is an individual in the population, and the �t is
an abstract expression of the optimization problem. It should
be noted that the mathematical expressions are different for
different optimization problems.

�tness D �t .X/ (30)

V. IMPROVED FLOWER POLLINATION ALGORITHM
A. NONLINEAR CONVERGENCE FACTOR STRATEGY
In FPA, the scaling factor 
 of global pollination is a �xed
value of 0.01, which is the same strategy for the early and
late stages of the algorithm, so it is not �exible, resulting
in slow convergence speed. In order to improve the search
ef�ciency of the algorithm, a convergence factor a is pro-
posed to constrain the original 
 scaling factor. Fig. 6 plots
the convergence factor, which is described mathematically as
followsV

a D 1�

s

1�
�

T � t
T

�2

(31)

T is the maximum number of iterations, and t is the cur-
rent number of iterations. As shown in Fig. 6, the value of
a decreases nonlinearly from 1 to 0, in the early stage of
iteration, the value of a is large, that is, the moving step
length of the algorithm is large, which is conducive to global
optimization search and accelerates the convergence speed of
the algorithm. At the later stage of iteration, the value of a is
small, that is, the step length of the movement is small, and
the rate of change is small, which is bene�cial to the local
optimization search, thereby improving the precision of the
solution. The global pollination of the new algorithm can be
expressed as followsV

X tC1
i D X t

i C a � 
 � L �
�
Xbest � X t

i

�
(32)

FIGURE 7. Tent map.

B. TENT CHAOTIC MAP
Many of the intelligent optimization algorithms men-
tioned in [31], [32] use chaotic maps to generate search
sequences. [33] has proved that chaotic maps can enrich the
diversity of the initial population and enable the algorithm to
search for better solutions. Tent chaotic maps are widely used,
the main reason is that Tent maps are distribution functions,
the chaotic sequences generated by Tent maps do not require
much initial value of distribution functions and have global
ergodicity. The most basic Tent mapping is mentioned in [31].
The mathematical description is as followsV

xtC1 D

8
><

>:

xt

0:5
; 0 � xt � 0:5

1� x t

0:5
; 0:5 < xt � 1

(33)

Assuming that the random number generated in the �rst
loop is x1 D 0:1999, the chaotic sequence obtained after
2000 loops is shown in Fig. 7, which is the location of the
�owers. It can be seen from the �gure that the locations of
�owers are evenly distributed, which is conducive to the later
search.

Tent mapping is used in two steps of the algorithm in this
paper. On the one hand, it is used to initialize the population,
on the other hand, it is used to solve the problem of iteration
stagnation in the later stage of the algorithm. Therefore, at the
beginning of the algorithm, two populations are generated,
one of which is used to initialize the population and enrich
the diversity of the population, when the algorithm falls
into a local optimal state. The other is used to maintain the
diversity of the population and replace some variables of
some individuals in the original population, thus enhancing
the ability of the algorithm to jump out of local optimization.
When the difference between the average �tness values of the
parent and the child populations is less than a speci�c value
� (� D 0:0003 in WSN deployment), Tent chaotic mapping
is performed in this paper.

C. GREEDY CROSSOVER STRATEGY
In FPA, each iteration is based on a greedy strategy. Although
this strategy is bene�cial to the superior individuals in the

VOLUME 7, 2019 180597



Z. Wang et al.: WSN Deployment Optimization Based on Two FPAs

FIGURE 8. Greedy crossover step.

parent generation not to be destroyed, it does not fully search
the locations near the individuals. Therefore, after the com-
pletion of global pollination or local pollination, we introduce
a crossover strategy similar to the genetic algorithm [34] to
make its local search more ef�cient, and adds some variables
of the current optimal individual to the crossover individual.
This strategy still abides by greedy strategy, which is called
greedy crossover strategy. The steps are as follows:

Step a: Randomly select two parent individuals (fa1, fa2),
fa1 does not equal fa2, they cross some variables with each
other to obtain new crossover individuals cb1 and cb2, and
then replace some variables in the crossover individual with
the current optimal individual (be), and obtain temporary
individuals te1 and te2 respectively.

Step b: Comparing the parent individual with the corre-
sponding temporary individual, if the �tness value of the tem-
porary individual is better than that of the parent individual,
the parent individual is replaced, otherwise, no replacement
is made.

Fig. 8 is a greedy crossover strategy step, the role of greedy
crossover strategy is to make other individuals obtain some
variables of the best individual, and any two individuals cross
each other. As the iteration progresses, the precision of the
solution will be improved. In addition, in FPA, the current
best individual Xbest is updated only once per generation, but
we change this strategy, updating Xbest in real time as long as
the individual updates the location. Hence, the convergence
performance of the algorithm is enhanced.

D. IFPA PSEUDO CODE
The IFPA pseudo code is as follows:

E. TIME COMPLEXITY ANALYSIS
Assume that the maximum number of iterations of the algo-
rithm is T , the population size is N , and the dimension of
the optimization problem is D. In FPA, the population is
initialized with a time complexity of O(ND). Each iteration
needs to complete the following steps, �rstly, the �tness value
of the population is calculated and the optimal individual in
the population is found, its time complexity is O(N ). Then the
pollination position is updated, its time complexity is O(N ).
Therefore, the time complexity of each iteration is O(NCN ),
the total time complexity of FPA is O(T (N C N ) C ND),
which is O(TN). Compared to FPA, IFPA adds Tent mapping
and crossover strategy, but it still belongs to the �ower update

TABLE 2. Improved flower pollination algorithm.

position operation, and does not add extra time complexity,
so the total time complexity of IFPA is consistent with FPA.

F. DESCRIPTION OF IFPA APPLIED TO WSN
1). Set the number of sensor groups (population) N , the num-
ber of sensor nodes (dimension) D and the range of monitor-
ing area.

2). Is represents the position and radius of N groups of
sensor nodes, Is is initialized �rst, and then I1 is selected as
the initialization plan.

3). According to Eq. (4), the coverage rate of each group
of deployment plans is obtained. Our optimization goal is
to obtain the node deployment plan corresponding to the
maximum network coverage.

4). IFPA is used to optimize the deployment of WSN.
In the monitoring area with obstacles, if the node radiation
enters the obstacle area or over�ows the monitoring area,
the node position is corrected according to Eqs. (16) and
(17) respectively. After the algorithm is �nished, a set of
deployment plan I2 with the largest coverage is obtained.

5). Judge the connected state of the network according to
Eq. (19). If it is not connected, choose a suboptimal group of
deployment schemes until a connected group of schemes.

6). The optimal assignment scheme between I1 and I2 is
generated according to the LAPJV algorithm in [27], and the
nodes in I1 are moved to the corresponding positions in I2.

7). Generate a minimum spanning tree according to the
Kruskal algorithm mentioned in [30].

VI. MULTI-OBJECTIVE FLOWER POLLINATION
ALGORITHM
The ultimate goal of the multi-objective optimization algo-
rithm is to optimize the non-dominated solution set, making
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the Pareto front distribution more uniform and closer to the
true Pareto front. For relevant knowledge of dominance and
non-domination, Pareto optimal solution, Pareto front, read-
ers are referred to [35].

At present, multi-objective �ower pollination algorithms
mostly convert multiple objectives optimization prob-
lems into a single objective by linear weighted summa-
tion [22], [23], which becomes the problem of optimizing sin-
gle objective, but all optimization goals need to be converted
into the same kind, that is, all objectives are maximized or
minimized. In addition, the �tness value of multiple objec-
tives need to be dimensionlessly processed. The common
processing method is normalization [14].

f D
XM

iD1
wi�fi;

XM

iD1
wi D 1; wi > 0 (34)

where M is the number of objectives to be optimized,fi is the
value of the i-th objective function, wi is the corresponding
weight, and all multi-objective are combined into a single
objective using the weighted sum. The method is simple,
but the running time is long, and the strategy is not suit-
able for all multi-objective optimization problems. Therefore,
we propose a non-dominated sorting Multi-objective �ower
pollination algorithm (NSMOFPA).

A. FAST NON-DOMINATED SORT
In order to quickly obtain the dominant and non-dominant
relationship between individuals, NSMOFPA introduces
the fast non-dominant sorting algorithm �rst proposed in
NSGAII, its role is to layer the population according to
Pareto’s ranking, detailed steps of the algorithm can be found
in [36].

B. CROWDING DEGREE
In NSGAII, in order to expand the search range of the algo-
rithm and enrich the diversity of the non-dominated solution
set, the crowded distance strategy was proposed. Compared
with the crowded distance calculation proposed by NSGAII,
the calculation of the crowding degree proposed in this paper
is more reasonable, simpler and easier to implement than the
adaptive grid method in MOPSO.

MY

iD1

h
max

�
f 1
i ; f

2
i ; f

3
i

�
� min

�
f 1
i ; f

2
i ; f

3
i

�i
(35)

where f 2
i , f 1

i and f 3
i represent the �tness value of the current

individual, the left neighbor, and the right neighbor on the i-th
objective function respectively.

Fig. 9 shows the crowding degree of the solution set. The
optimization functions f1 and f2 need to be minimized, A,
B and C are true Pareto solution sets, the curve formed
by their connecting lines is Pareto front, D, E and F are
non-dominated solution sets found in the current iteration,
they are not dominated by each other. For individual E,
the crowding degree is the product of d1 and d2, and the
crowding degree of individual D and F is set to in�nity. The
steps of the algorithm are as follows:

TABLE 3. Non-dominated sorting multi-objective flower pollination
algorithm.

FIGURE 9. Crowding degree.

Step a: For individuals of the same Pareto rank, the same
level individuals are sorted according to the �tness value of
any one of the objective functions.

Step b: Traversing the individuals of the level, setting the
congestion crowding of the �rst and last individuals of the
level to in�nity, and calculating the crowding degree of other
individuals according to Eq. (35).

C. EXTERNAL ARCHIVE STRATEGY AND LEADER STRATEGY
In the process of global pollination of �owers, some infor-
mation needs to be obtained from the optimal individuals.
Therefore, learning from the external archive strategy and
leader strategy in MOPSO is used to solve the global pollina-
tion problem of multi-objective �ower pollination algorithm.
Firstly, the archive strategy is introduced, the storage capacity
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of archive is �xed [35]. The steps of archive strategy are as
follows:

Step a: In each iteration, the non-dominated solution set
of the current population is stored in the archive, and then
the individuals in the archive are non-dominated sorted to
obtain the individuals with the highest Pareto rank, then all
the individuals in the archive are the current optimal solution
set.

Step b: If the number of individuals in the archive exceeds
the storage capacity of the archive, the individuals are ordered
in reverse order according to the crowding degree, the larger
the crowding degree value, the better the diversity, and the
ordered individuals are stored in the archive again until the
archive capacity is full.

The leader is similar to the archive, but the capacity
of the leader is consistent with the capacity of the pop-
ulation. The role of the leader is to cooperate with the
global pollination step of the �ower, leading other indi-
viduals to approach the current optimal solution set, thus
obtaining a better non-dominated solution set and improving
the precision of NSMOFPA. We use the roulette algorithm
in [37] to initialize the leader. The greater the value of
the crowding degree, the greater the probability of being
selected, thus enhancing the uniformity performance of the
algorithm.

D. ELITE STRATEGY
Learning from the elite strategy mentioned in NSGAII,
NSMOFPA adopts the elite strategy. In order to expand the
diversity of the population and avoid the loss of Pareto opti-
mal solutions in the parents generation, the parents generation
and the children generation need to compete together for the
opportunity to enter the next iteration. The size of the pop-
ulation is N , the parent population and the child population
are merged together, and the individuals in the population are
eliminated according to their Pareto grades, as described in
Eq. (36):

P0 D P1 � P2; (36)

where P1 is the parent population, P2 is the children popula-
tion, P0 is the new population generated after competition,�
indicates that the populations compete with each other, and
the competition rules are as follows:

a. In the mixed population, Pareto grades (layer) are
obtained according to the fast non-dominated sorting algo-
rithm.

b. Individuals on the same grade are ordered in reverse
order according to the crowding degree.

c. Putting the �rst N individuals of the mixed population
into the population P0, and performing the next iteration.

E. NSMOFPA PSEUDO CODE
Different from the basic �ower pollination algorithm,
NSMOFPA does not need to be greedy for each step because
of the elite strategy. The pseudo code is shown in Table 3.

F. TIME COMPLEXITY ANALYSIS
Assume that the maximum number of iterations of the
algorithm is T , the population size is N , the number of
weights is W , the dimension of the optimization problem
is D, and the number of optimization objectives is M .
In [16], the population is initialized with a time com-
plexity of O(ND) and the time complexity of initialization
weight groups is O(MW). Each iteration needs to perform
the following operations to calculate the �tness value of
the population and �nd the best individual, with the time
complexity of O(N ), and the time complexity of global
pollination and local pollination to update the individual
location is O(N ), the time complexity of each iteration is
O(N C N ), so the total time complexity of MOFPA is
O(WT(N C N )CNDCMW). In NSMOFPA, the initial pop-
ulation time complexity is consistent with MOFPA, which
is O(ND). Each iteration consists of the following steps.
Firstly, the �ower population of the children is generated
according to the global and local pollination of the �ower,
the time complexity is O(N ), the �tness value of the parents
and the children population is calculated, the time complexity
is O(2N ), and the time complexity of fast non-dominated
sorting is O(M (2N )2). Secondly, the crowding degree strat-
egy is performed as O(M (2N )log(2N )), and the time com-
plexity of sorting of crowding degree is O((2N )log(2N )).
Thirdly, the time complexity of the external archive strategy
is O(N ), and the time complexity of the leader strategy is
O(N CN 2CN 2). Finally, the time complexity of the parents
and children generation competing into the next iteration
is O(N). Therefore, the time complexity of each itera-
tion is O(6NC(4MC2)N 2C(2MNC2N )log2N ), and the total
time complexity of NSMOFPA is O(T (6NC(4MC2)N 2C
(2MNC2N )log2N )CND). Comparing the highest order of
magnitude of the time complexity of two multi-objective
algorithms, the value of W in MOFPA is usually the same
as N , so the MOFPA time complexity is O(TN2), whereas
NSMOFPA is O(TMN2). When the number M of optimiza-
tion objective is small, the time complexity of the two algo-
rithms is almost the same.

G. STEPS FOR APPLYING NSMOFPA TO WSN
1). Set the number of sensor groups (population) N , the num-
ber of sensor nodes (dimension) D and the range of monitor-
ing area.

2). Os represents position, radius and residual energy of N
groups of sensor nodes, Os is initialized �rst, and then O1 is
selected as the initialization plan.

3). According to Eq. (4), the coverage rate of each group
of sensor nodes is obtained, the corresponding energy con-
sumption rate is obtained by Eq. (12), and the corresponding
node radiation over�ow rate is obtained by Eq. (15). The three
objective functions are constrained according to Eqs. (21),
(22), and (23).

4). Using NSMOFPA to optimize the multi-objective
deployment problem of WSN. When a node radiates into the
obstacle or exceeds the monitoring area, the node position is
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TABLE 4. Description of the comparison algorithms.

corrected according to Eqs. (16), (17) respectively. After the
algorithm ends, multiple groups of sensor node deployment
plans Q (optimal solution sets) are obtained.

5). According to Eq. (19), the network connectivity of
deployment plan in Q is judged, and the disconnected deploy-
ment plan is discarded.

VII. SIMULATION EXPERIMENTS AND ANALYSIS
In this part, two groups of experiments are conducted.
The �rst experiment simulates the deployment of sensor
nodes in cities. With coverage as the optimization goal, �ve
single-objective algorithms are used to optimize network
deployment, which can be used to test the convergence
performance and search accuracy of the algorithm. In exper-
iment 2, �ve multi-objective algorithms are applied to wire-
less sensor multi-objective deployment, and the experimental
results are analyzed. The experiments are carried out in an
Intel core i5 dual-core CPU with a frequency of 2.4GHz,
8GB of memory and Windows 10 operating system. The
experimental simulation software is MATLAB 2014b. The
comparison algorithms involved in the experiment are shown
in the following table.

A. EXPERIMENT 1: WSN COVERAGE OPTIMIZATION
DEPLOYMENT
The experiment is designed with the wireless sensor network
coverage as the optimization goal. There are 3 types of sensor
nodes, the perception radius is 5m, 6m and 7m respectively,
and the communication radius is twice the perception radius.
The experimental monitoring area is a polygon and the obsta-
cle type is diamond, and the purpose of this is to increase
the dif�culty of deployment. In addition, we compare the
classical particle swarm deployment method of [8] with IFPA,
and other comparison algorithms can be found in Table 4. The
size of the population of the �ve single-objective algorithms
is uniformly set to 50, and the number of iterations is 200.
A total of 20 experiments are performed, and the �nal average
results are compared. The speci�c experimental parameters
are as follows:

Figures 10-13 show the effect of deploying 25 hetero-
geneous sensor nodes in a deployment environment where
the monitored area is a polygonal and contains obstacles.
Fig. 10 shows the effect of random node deployment,

TABLE 5. Experimental parameter settings.

FIGURE 10. Initial deployment WSN.

the coverage rate is 65.96%, it can be seen that the nodes
are unevenly distributed and the network is not connected.
After IFPA optimization deployment, the deployment effect
is shown in Fig. 11, at this time, the coverage rate increases
by 29.62 to 95.58%, the effect is remarkable. Fig. 12 depicts
the deployment effect diagram after optimal assignment using
the LAPJV algorithm, (19i, 10e) indicates that the 32th
node (Fig. 10) should be moved to the 10th node (Fig. 11).
Fig. 13 shows the minimum spanning tree generated by the
Kruskal algorithm, it can be seen from the �gure that the
whole network is in the connected state.

Fig. 14 shows the comparison of WSN deployment opti-
mization corresponding to the �ve algorithms with the same
experimental parameters. As can be seen from the �gure,
the network coverage rate optimized by FPA is 93.57%,
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