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Abstract: The increasing strain on ageing generation infrastructure has seen more frequent instances of scheduled and unscheduled blackouts, rising reliability on fossil fuel based energy alternatives and a slow down in efforts towards achieving universal access to electrical energy in South Africa. To try and relieve the burden on the National Grid and still progress electrification activities, the smart microgrid model and secure energy trade paradigm is considered—enabled by the Industrial IoT (IIoT) and distributed ledger technologies (DLTs). Given the high availability requirements of microgrid operations, the limited resources available on IIoT devices and the high processing and energy requirements of DLT operations, this work aims to determine the effect of native DLT algorithms when implemented on IIoT edge devices to assess the suitability of DLTs as a mechanism to establish a secure, energy trading market for the Internet of Energy. Metrics such as the node transaction time, operating temperature, power consumption, processor and memory usage are considered towards determining possible interference on the edge node operation. In addition, the cost and time required for mining operations associated with the DLT-enabled node are determined in an effort to predict the cost to end users—in terms of fees payable and mobile data costs—as well as predicting the microgrid’s growth and potential blockchain network slowdown.
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1. Motivation and Incitement

Governments in emerging economies are striving towards meeting the goals of universal access to electrical energy by 2030. One of the main aims is to ensure electrical energy is available to rural communities. As more households connect to the national grid, however, the increased load results in instability and supply deficits to the energy supply chain. This is often the result of insufficient and ageing generation and distribution infrastructure [1].

In response to the ongoing energy crisis, a collaborative effort by the Council of Scientific and Industrial Research (CSIR) are investigating a smart microgrid solution enabled by a secure, energy trade marketplace for rural and informal settlements in South Africa. Allowing households to have renewable, self-generation facilities would improve the reliability of the electrical energy supply, facilitate better economic growth and reduce the economic inequality between its citizens. This work forms part of the exploratory work needed as a foundation towards developing a secure energy marketplace for the greater
smart microgrid solution. This work aims to conduct a feasibility study in order to assess the capabilities of native DLT algorithms when run in the IIoT context. The results of this work shall be used as part of the design and decision making process, establishing if DLTs are worthwhile solutions to use as part of the microgrid energy market. This work looks to running native DLT code implementations on a popular IIoT edge device platform in order to generate an initial set of operational and performance metrics, which can be considered further in the microgrid design.

South Africa has an area of 1.22 million km² [2] and the existing power grid has transmission lines that cover 31,107 km of the country while distribution lines cover 48,278 km of the country (2015 figures). The country relies on 15 coal power stations, 1 nuclear, 4 gas turbines, 6 hydroelectric, 3 pump storage, 2 wind and 1 solar plant for a population of 58.78 million people. Of the 32 generation facilities, 20 rely on fossil fuels (62.5% of energy generation). Coal power stations make up 46.88% of the generation capacity, leading to a high greenhouse emissions and a high carbon footprint for the country [3].

The results given in the last census conducted by Statistics South Africa are given in Figure 1. An increase in household electrification was observed across the nine provinces in the country over an eight year period; however, in the same period, the general user satisfaction in the quality of electrical energy supplied was found to have decreased [4,5]. The observed decrease in satisfaction could be attributed to South Africa’s grid instability. Grid instability has resulted in increased blackouts—both scheduled and unscheduled [6]. Also compounding the user dissatisfaction is the increasing price of electrical energy.

![State of Electrification in South Africa and Energy Supply Customer Satisfaction (2010 vs 2018)](image)

**Figure 1.** South Africa electrification status and overall customer satisfaction (generated from data presented in the South African Census report [4,5]).

Unlike Western economies, South Africa faces four major problems as part of the electricity crisis: continuing efforts towards electrifying the country, especially in more rural areas, improving the quality and reliability of electricity supplied to decrease its citizen’s reliance on alternative generation structures, incorporating more renewable generation sources to decrease the country’s reliance on a depleting coal supply for electricity generation and upgrading generation and distribution infrastructure in order to minimise
maintenance related outages and accidents. In addition, the national energy provider, Eskom, has been faced with non-payment and non-compliance by municipalities on outstanding electricity bills [7,8]. As a result, power is being cut to defaulting municipalities and wards, leaving many without electricity. Gross mismanagement, corruption, looting, rising debt, failing infrastructure and a bloated workforce has crippled the power supplier and Eskom has been forced to lobby both government and the National Energy Regulator in recent years for funds to try and keep afloat [1,9]. This has led to an increasingly unstable grid as regular, scheduled maintenance is unable to be carried out.

A study by the Energy Centre at the Council for Scientific and Industrial Research found that the South African national energy provider scheduled blackouts totalling 858 h over the course of 2015. This translated to 1325 GWh of loadshed over the course of these blackouts [10]. Integrating the new Medupi power station provided increased generation capacity; resulting in two years of uninterrupted energy supply. The last quarter of 2018 saw the return of scheduled loadshedding blackouts. The first quarter of 2019 experiencing 769 GWh of loadshedding over 272 h [10]. The last two months of 2019 saw the re-introduction of loadshedding [11,12], which continued until March 2020. Figure 2a gives an illustration of the loadshedding incidents that occurred between December 2019 and March 2020, the bar chart colours correlating with the loadshedding stages given in Figure 2b. It can be seen that in the 122 day period in which loadshedding activities were re-implemented, interrupted electricity supply was experienced for 42 days, with the duration of interrupted supply increasing dependent on the loadshedding level in place. The year 2019 also saw a steep increase in the price of electricity going from 118.56 c/KWh in 2018 to 153.90 c/KWh in 2019 [13,14]. As a result, more South Africans have been turning to other, fossil fuel based methods of energy generation. This further contributes towards air pollution and poses the danger of accidental household fires, child poisonings or carbon-monoxide related deaths [15].

With the unpredictability of the grid stability and the large disruption caused by loadshedding, market interest in independent generation would be increased, making a smart microgrid solution an attractive alternative. The ability to self-regulate electricity use along with the incentive towards revenue generation from energy trade and utilise cleaner energy sources means that a moderate to high initial buy-in could be achieved amongst the middle to upper middle class. Careful planning would be needed to implement microgrid solutions in the more rural areas of South Africa to get buy-in from the poorer communities.

Examples of typical rural homesteads are pictured in Figure 3. With the absence of centralised control and existing electricity infrastructure, such communities would need to be able to transact securely and independently amongst themselves. A distributed, decentralised marketplace would also facilitate transparent, real time price and demand forecasting. Contract-based transactions would need to provide non-repudiation between user agents. Automated financial settlement of energy trades would need to allow for the integration and participation of mobile, inanimate trade agents such as electric vehicles and energy generation farms. Users should be provided assurance that market data is unmodified and authenticated. The privacy of customer, market and corporate information should be maintained. Information delivery is also required to be timely and reliable [16].

One technology proposed for microgrid market operations are distributed ledger technologies (DLTs). These are immutable, distributed digital records updated by network participants and cryptographically sealed to ensure the authenticity of records and network transactions. The authenticity of energy trade transactions is guaranteed owing to public key cryptography and digital signatures. Trust establishment moves away from the definition of individual trust into community trust. Consensus establishment mechanisms ensure that network transactions are easily traceable through the ledger history owing to hashed transaction IDs. These native properties therefore make DLTs an attractive first solution for the secure energy market.
Despite the inherent advantages, DLT-enabled networks do face a number of challenges. Decreasing transaction approval rates, increasing mining costs, restricted network size, high energy and processing requirements are often seen in blockchain networks. DLT solutions also face a variety of security concerns, such as protection against 51% of attacks. The smart microgrid requires strict availability and latency deadlines and utilises low power, resource-constrained devices.

This work aims to establish the feasibility of a DLT-enabled secure, transactive energy market by highlighting how DLT solutions perform in the IIoT context when implemented on a low power device intended for use at the network edge and where memory, processing and energy resources are highly limited. The experiments conducted deploy a simple transaction-based smart contract onto a constrained edge device for the purpose of monitoring the operational state of the single device in two different operational states: when acting as a dedicated DLT node and when acting on both DLT and edge network operations in parallel. By conducting the performance analysis after enabling DLT and smart contract functionality on a commonly used edge device and evaluating the results against the operational restrictions required of an IIoT real-time network, this work aims to identify areas in which DLT would not perform adequately in its native state thus highlighting the incompleteness of DLTs as a solution for the secure energy marketplace. From the experiment results and findings, this feasibility study aims to:
• Propose design considerations for the secure energy marketplace that is to be part of the DLT-IoT enabled smart microgrid community.
• Establish a set of operational baseline performance metrics for a DLT-enabled edge node, which have been subject to the restrictions and deadlines seen in the IIoT network context.
• Identify security vulnerabilities that would need to be protected against within the design of the energy marketplace.
• Highlight the socio-economic limitations of rural smart microgrid deployments including infrastructure and telecommunications limitations.

This work expands on the foundation work conducted in [17], providing more detail on the experiments conducted in order to determine the operational efficiency of an Ethereum-enabled Raspberry Pi 3 by considering the CPU, RAM utilisation, execution time, core temperature changes, block mining times and power consumption of the device when executing smart contract transactions. These results are then compared to the theoretical performance estimations expected of an Ethereum node. A more in-depth analysis of the performance discrepancies seen between the Raspberry Pi and the theoretical estimations are highlighted in addition to possible causes for the discrepancies. This work also quantifies the possible interference that Ethereum operations may introduce in other IIoT processes by determining and comparing the execution time and core temperature changes to the Raspberry Pi when a processor-intensive program is run solo and concurrently with smart contract transactions. In establishing these baseline performance metrics, a comparison of solutions intended to improve DLT-IoT efficiency can be conducted. Additionally, these results could be used in the emulation and process design of larger scale microgrid networks, which implement DLTs as part of the secure, energy trade market. The socio-economic restrictions that may hamper the deployment of the DLT-enabled smart microgrid are analysed and possible security vulnerabilities and restrictions are highlighted.

This paper is organised as follows: Section 2 provides a brief background of work that has been conducted on utilising DLTs in the smart microgrid context. Section 3 gives a brief overview of the proposed smart microgrid community model and discusses the theoretical expectations and limitations of the chosen DLT algorithm while Section 4 introduces the experiment methodology used in the performance evaluation and stress testing of the Raspberry Pi DLT node and its blockchain network. The experiment results are presented in Sections 5 and 6 discuss the suitability of DLTs as a solution for the secure transactive market when implemented at the IIoT network edge. Section 7 concludes the paper and provides a brief insight into future research directions.

2. Related Work: DLT-Enabled Industrial IoT Solutions

Smart microgrids represent a distributed, interconnected network of generation and storage loads. These loads are located at the grid edge and are capable of both grid connected and island modes of operation. Loads are managed by a microgrid controller, which presents the distributed network as a single, controllable load on the main grid [18]. Smart microgrid implementations aim to:
• Improve power supply reliability,
• Provide real time consumption and generation data for grid optimisation,
• Reduce dependencies on main generation sources,
• Reduce the carbon footprint of the energy sector, and
• Provide pricing flexibility to end users [19–21].

Fundamentally, the smart microgrid must meet numerous architectural goals, as described in [22]. As a highly critical and regulated application space, incorporating ICT with physical processes should not expose the grid to malicious actors. Appropriate security mechanisms should enable defence against “unauthorised intrusion, access or use of physical and cyber assets” [22]. Grid operations should also protect and obscure customer transactions and personal identifiable information at all levels of the network. Such mechanisms should also ensure not to disrupt normal grid operations. According to
the Guidelines for Smart Grid Cybersecurity [16], security mechanisms for the smart microgrid should ensure that:

- A high level of availability is maintained as the primary concern,
- Information integrity and confidentiality of customer and grid information is provided [16].

With its history in cryptocurrency, DLTs enable both normal transactions and microtransactions. This enables accurate partial purchases of energy according to each end users’ specific energy deficit. The real-time energy state can be updated concurrently with the ledger, allowing for accurate representation of energy consumption behaviour. This is essential for both demand and energy forecasting. The decentralised and distributed nature of the ledger means that network participants have a local, up-to-date copy of the ledger. Combined with a well-formulated smart contract, this could allow for the automated sale and purchasing of energy by low power, embedded IoT-device participants. Actors such as electric vehicles (EVs) and smart meters/controllers could independently trade energy after an initial wallet and network ID is established for them. This makes energy management processes more organic as conscientious decision making can be left to the microgrid controllers in each household. Real-time adjustments to the household energy consumption could be made by autonomously switching off unneeded devices. The trade of electrical energy could be made once certain generation thresholds have been surpassed and projected household consumption demands have been met.

DLTs were first seen within the cryptocurrency application space with the advent of Bitcoin in 2008. The technology branched off from existing distributed databases, aiming to solve their problems with inconsistency, unreliability and poor node-to-node communications [23]. DLTs, however, are rapidly moving away from solely providing a method of currency trade into other application spaces. Research has been conducted towards the incorporation of DLTs into various areas of the smart microgrid architecture. DLT-enabled, Vehicle-to-Grid energy trade is being intensively explored by various authors. As mobile microgrid actors, hybrid EVs could serve as an additional means to transport emergency power between microgrid networks using their battery banks and their ability to charge each time a driver breaks the car. Zhou et al. [24] propose a vehicle-to-grid framework for the Internet of Energy (IoE). The framework utilises a consortium blockchain and edge computing technologies to provide a distributed security mechanism for local energy aggregators (LEAGS). This is then used to create, verify and propagate energy sales between electric vehicles and energy service providers at minimum operational costs [24]. Wang et al. [25] propose a contract-based charging scheme for electric vehicles in the IoE that is managed and secured by a consortium blockchain. Yu et al. [26] explore electric vehicles, in the role of mobile energy transporters, as a means of energy demand response to various smart microgrid districts, resulting in the creation of mobile Vehicle-to-Grid energy networks. Energy trading platforms for microgrid smart homes are explored in [27] by Kang et al. in which a private blockchain network is established for IoT devices found within a residential building. A home miner monitors the energy usage of devices in-house and manages an energy trading process between residences of the same neighbourhood through the use of smart contract facilities [27].

A common concern raised by the authors in [24,25,27] is the large processing and high energy requirements for successfully running blockchain technology. As one of the core implementing technologies, devices used within the IIoT are typically constrained in their hardware capabilities and energy resources. These devices also operate in mission-critical environments with high availability requirements. Reliability, security, privacy and low latency are prioritised for large data exchange communications [28–33]. An investigation is thus required into the impact that the processor-intensive DLT operations could have on device operations. A performance analysis of energy transactions confirmation times was simulated in [34] for 50 pairs of IIoT nodes. The latency introduced by multiple blockchain transactions and the mining power required for IoT networks was investigated in [35] for a variety of workloads. In extending this body of research, the authors take a more focused approach by investigating the expected performance and operational state of an individual,
DLT-enabled node, under the stricter availability conditions for the smart microgrid. The shortfalls of native DLT implementations in mission-critical IIoT applications could be determined. In addition, areas in which further design considerations may be required, whether architecturally—in terms of DLT operations distribution—or algorithmically—in the form of optimised consensus mechanisms—could be determined as part of further efforts towards realising the DLT-enabled, secure, transactive energy market.

3. The DLT-IIoT Enabled Smart Microgrid

Figure 4 gives a highly simplified view of how the DLT-enabled smart microgrid community could be realised in the emerging economy. Customer demand for electrical energy is often scattered across relatively wide areas, with supply being handled by centralised generation stations and a high voltage transmission grid [36]. Topological and geographic challenges make it difficult to easily and quickly connect new communities to the centralised grid. The proposed microgrid architecture aims to facilitate the faster realisation of universal electrification by employing cost-competitive distributed renewable energy generation sources to form a series of interconnected microgrids [36].

The model architecture considers a small, rural community of 50–100 people in government subsidised housing, forming around 25–50 neighbouring household nodes. Each household would have a renewable generation source—such as solar panels, solar geysers or wind turbines—as the main electrical energy supply for space heating, cooking, refrigeration, lighting and entertainment purposes in conjunction with an energy storage device.

Energy management operations would be handled by a low power, IIoT edge device acting as a DLT-enabled controller unit, which may take the form of a new-generation smart meter. Combined with a variety of sensing technologies, adjustments to the household consumption would be made by eliminating unneeded devices from the active devices log while energy supply from generation sources is kept at safe operational levels for household consumption or redirected to energy storage devices to ensure an adequate backup supply is maintained.

Mining operations, inter- and intra-community energy trade transactions shall be managed by a base station acting in the role of a community node. The base station device shall be a high power IIoT device with more processing and memory resources available to allow for information exchanges at higher levels of the network architecture. The base station shall be equipped with solar generation and storage capacity to minimise additional strain on the microgrid generation capacity.

Should a household register a supply deficit or surplus, the edge controller node would connect to the local microgrid network with a transaction request. With the high cost of mobile data in South Africa, interrupted mobile network connection and 3G download speeds between 4.2 and 6.4 Mbps [37], microgrid nodes would be limited to approximately 50 distinct transactions daily, with fast completion rates required for buying and selling activities. With an established participant identity on the DLT network and wallet and smart contract processing capabilities, the controller would facilitate the sale or purchase of energy from neighbouring nodes in the microgrid dependent on the real time market price and available energy. Households would be able to supplement or contribute towards meeting immediate energy needs—and thus maintaining a stable, continued supply throughout the microgrid—while ensuring no wastage of generated electrical energy. In having a financial incentive for the energy trade, microgrid participants are more eager to contribute towards a community-like generation and supply network.

The community smart microgrid DLT would be best serviced by a permissioned, public ledger structure as seen in Proof of Stake based consensus protocols. This would allow for easy joining and transacting between nodes within a neighbourhood network while preventing joins from outside the community [38]. To facilitate trade between communities, each neighbourhood would be converted into a single node based upon their municipal demarcation zones. These zone nodes could trade between each other in the same manner as the smaller community microgrids without requiring individual peer-to-peer sales between homesteads.
Figure 4. The distributed ledger technologies (DLT)-enabled microgrid community. (a) Proposed microgrid architecture for rural network deployments [36]; (b) Operation of the DLT-IIoT microgrid can be broken into two main stages: isolated, self generation and DLT-enabled energy trading (adapted from [17], ©2020 IEEE).
To enable the sharing of electrical energy and flexible, real time pricing, a secure energy marketplace in a smart microgrid would need to be established. Sufficient facilities need to be implemented to ensure marketplace honesty. Some of the safeguards required would include:

- That users are selling resources that are available,
- That resources are fully owned by the seller,
- That users are protected in any energy trade transactions that they participate in.

Success of the secure energy marketplace is also dependent on other fundamental characteristics. Historic market transactions would need to be readily available in a distributed, decentralised manner. Rural communities in South Africa are isolated from electricity distribution sources and the distance and land topology make connecting communities difficult.

With its support for consortium-based networks, an existing code base for IIoT platforms and smart contracting facility, Ethereum was chosen as the first DLT implementation to be evaluated for the smart microgrid context. Currently, single Ethereum nodes are benchmarked at being able to support 1000–2000 transactions per second with a consortium handling hundreds of transactions per second [39]. This figure, however, could vary owing to the computational limitations of IIoT devices and the bandwidth limitations of the smart microgrid network. As it stands, a single Ethereum transaction requires [39]:

- One elliptic curve signature validation,
- A minimum of three state updates with the possibility of 10 state updates. This directly corresponds to 3–10 state updates of Ethereum’s Merkle tree data structure. Merkle tree synchronisation has, on average, a complexity of $O(\log_2(n))$ with a worst case of $O(n)$ [40].
- $+/-15$ to 100 rounds of serialisation and hashing operations as a result of the Merkle tree synchronisation.
- Approximately 15–100 updates to the Ethereum database
- At least one virtual machine execution in the case of smart contract calls.

In the end, an Ethereum node processes a minimum of 35 operations on a single transaction, with the worst case possibility of 212 operations on a single transaction. Concurrently with this, IIoT devices would also be required to maintain other edge processing operations facilitating the power management policy of each home node. Thus, sufficient resources would still need to be made available during the execution of Ethereum operations to ensure no interference is introduced by DLT operations.

Other features within the native design of Ethereum could also pose some difficulties for IIoT operations. The number of confirmations needed per transaction, the network congestion, block size and the gas price allocated to the transaction impacts the speed at which transactions are added to a block for mining [41]. Prior to being added to a block, pending transactions are added to a Mem pool from which miners are able to pick transactions to bundle into their blocks [41]. At the time of writing, Ethereum blocks have an average limit size of 9.9 million gas per block [42]. Transaction confirmation speeds can be adjusted depending on the gas price declared [41]. In order to manage the speed at which blocks are input into the Blockchain, Ethereum adjusts the difficulty of the PoW calculation using the block_time equation and a difficulty bomb [43]. As this is based on computational power available in the network, the block time could vary slightly from the expected block time as the difficulty bomb is adjusted per block [43].

Apart from the network state, the resources available on an Ethereum node also serves to impact the efficiency of the node sync time. In 2018, the minimum resources required for a full Ethereum node on the mainnet were investigated by the author in [44]. The author found that for synchronisation purposes, disk throughput had a higher impact on sync time than the CPU. This is important for IIoT devices where resources are more constrained and have lower throughput than traditional PC devices.
Table 1 gives an overview of the state of the Ethereum mainnet at the time of writing. The transaction processing time and the rate at which blocks are added to the mainnet are much longer than would be acceptable for the near real-time requirements of the energy market. These times could also increase given the more limited resources available on IIoT devices. In order to determine whether Ethereum could feasibly be run in an IIoT context, a private testnet independent of the mainnet is required in order to better control the rate of network growth and establish the minimum transaction and block times, which could be seen from an IIoT configuration.

Table 1. State of Ethereum mainnet.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of mainnet blocks</td>
<td>9,778,659 blocks [45]</td>
</tr>
<tr>
<td>Standard 1-to-1 gas price (mainnet)</td>
<td>21,000 gas [46]</td>
</tr>
<tr>
<td>Number of confirmations per transaction</td>
<td>30 [47]</td>
</tr>
<tr>
<td>Transaction processing time</td>
<td>6 min [47]</td>
</tr>
<tr>
<td>Ave. Block time (January 2020)</td>
<td>13.0 s [45]</td>
</tr>
<tr>
<td>Ave. Difficulty (March 2019)</td>
<td>2.2210 PH [42]</td>
</tr>
<tr>
<td>Ave. Transactions per day (March 2020)</td>
<td>+/-700,000 [48]</td>
</tr>
</tbody>
</table>

4. Evaluating Ethereum in the Smart Microgrid Context

Within the microgrid architecture proposed in Figure 4, low power, resource-constrained edge devices are to be utilised within the smart meter controller design alongside smart plugs and other low level sensing devices. The controllers are used to manage household consumption levels by maintaining an active appliances log and initiating and participating in energy trade operations through smart contracting facilities. As processing, memory and energy resources on edge devices are highly constrained, performance testing experiments were designed using known techniques in order to determine the feasibility of running DLT algorithms on a low power platform. Initially, the Cortex M class devices were considered; however, compatibility issues with the MCU architectures led to switching to another commonly utilised IIoT edge device.

Thus, to provide the best chance of a successful deployment on a low power, edge device platform, the Raspberry Pi 3 was chosen; owing to the 64-bit ARMv7 architecture’s out-of-the-box compatibility with a large variety of DLT implementations, and its more powerful processing and memory specification as compared to other SoCs intended for IoT and IIoT use [49]. Given that an operating system (OS) is required to run most implementations of DLTs, a new image of the Raspbian Stretch 4.4 OS was flashed onto a 32GB UHS-I microSD card, providing a maximum read speed of 80 MB/s and a minimum write speed of 10 MB/s. To get the best performance from the node, the full SD card memory was made available to the OS and a 1024 MB swap file was created. With a compatible port available for the Raspberry Pi 3 and native smart contract support, Ethereum was chosen to implement the private test network used for experimentation. The Ethereum code was pulled, unaltered, directly from the publicly available git repository and was installed and implemented according to the instructions provided in [50] using the Go implementation client Geth. The installation allows the Pi to be able to create a wallet, send and receive transactions from the blockchain and was deployed in fast sync mode.

Other network activities, such as mining and the compilation of new network blocks, are not possible on IIoT edge devices, owing to the hardware and processing restrictions. As per the proposed microgrid architecture, these activities shall be handled by a base station acting in the role of a community node. In this experiment, a Dell Optiplex 9020 PC—with an Intel i7-4790 vPro CPU, 8GB RAM and running Windows 10 Enterprise—was used to act as the base station miner node; however, in future designs, the base station shall be implemented on a high power IIoT platform such as the Smartfusion 2. The smart contract used to implement simple transaction operations was deployed onto the private test network using the Truffle development environment on the miner PC and Node.js on the Raspberry Pi.

To provide a broad overview on the operating performance of the Raspberry Pi as it executed native Ethereum, a variety of metrics were considered:

- Transaction execution time: the time taken by the node to complete a transaction requested by the smart contract.
- Transaction power consumption: the power consumed by the node during the execution of the transaction.
- Node CPU and memory consumption: the use of RAM and CPU resources by the node in various operational states.
- Node core temperature: the temperature of the IIoT SoC for varying operational states.

To evaluate the performance, a simple smart contract was deployed. According to the contract specifications, the Raspberry Pi node was to transmit ‘send’ transactions into the network over a set period of time by transferring one ether to the wallet address of the miner node. For this set of experiments, 1 and 2 min intervals were selected as the total time period in deference to the overheating potential of the Pi’s processor. The time between the smart contract calls was adjusted in various rounds to test a variety of time intervals that cover normal edge node operations in a wake/sleep pattern (transaction send every 10 s) and real time edge node operation (transaction send every 1 ms). To determine the execution time and power consumption associated with the Ethereum transaction, a GPIO pin toggling method was implemented within the contract in addition to the transaction methods. Starting with the pin in a LOW state, at the start of each ‘send’ transaction the pin was pulled into a HIGH state. Once the transaction had completed, identified by a decrease in the wallet balance, the GPIO pin was pulled back to its starting LOW position. The initialised GPIO pin was connected to a Rigol DS1102D oscilloscope across a 1.3 Ω resistor to measure the width time and voltage amplitude of the resultant square waveform. Figure 5 gives an illustration of the setup for the Raspberry Pi and oscilloscope with the resultant waveform shown in Figure 6b.

Figure 5. Raspberry Pi Ethereum experiment setup.
The core temperature of the node was measured using the built-in Raspberry `measure_temp` command and the on-board CPU temperature sensor [51] reading at one second intervals over the contract execution period. This was to determine the heating effect of the constant processing of the DLT transactions on the CPU, as the operating temperature would not only affect the design of the edge node enclosure but also exceeding the safe, recommended operating temperature of the SoC could lead to damage to the components, compromised execution and a shortened node lifespan. Temperature readings were taken over a 60 s period in four different states: right after powering up the Raspberry Pi, labelled as Startup, while the node is running the Ethereum code and has an attached Geth instance but without executing any transactions, labelled as Idle Node, during contract execution with transactions being sent to the blockchain, labelled as Contract Execution, and right after the contract has finished execution for the active time period, labelled as After Contract Execution.

The use of memory and processor resources, as percentages of the total available RAM and CPU utilisation, respectively [52], were noted concurrently with the execution time experiments by running the Linux `htop` command from a new terminal. This output can be seen in Figure 6a. To differentiate the Ethereum processes from other background OS processes, the `htop` output was filtered to only show the processes related to Ethereum. For this metric, the four node states identified in the core temperature experiments were used. The results observed could be used in future works as a means to extrapolate possible node processor and memory resource behaviours over longer operation time periods and could aid in identifying a node’s capacity to support and execute other edge operations concurrently with Ethereum transactions.

4.2. Stress Testing the Raspberry Pi Ethereum Node

With the move towards bringing processing activities closer to the network edge, nodes in the IIoT network will be expected to be able to run some pre-processing on sensor data prior to sending to their neighbour edge or fog nodes while still meeting throughput requirements that guarantee a high level of availability is maintained in the network. DLTs are known to be processing intensive activities, even in light node configurations; thus, their inclusion on edge devices have the potential of interfering with other processing activities and introducing latency into the network. To try and determine the effect that the inclusion of Ethereum could have on edge processing activities, a stress test was designed to have an additional, processing intensive program run in parallel during the Ethereum smart contract execution. A python script was written to have the value of $\pi$ calculated to 500 places using the Archimedes’ method, as described in [53].
The first 100 results were output to the terminal along with the core temperature reading at that point in time. The execution time of the script was given once the 100th result had been completed. The interference of the Ethereum operations would therefore be determined by changes in the script execution time as well as the final core temperature increases observed.

Once again, four different operation states were considered. As in the performance evaluation experiments, the Startup state and the Idle Node state were tested. In addition, two different contract execution time periods were run. The first state had the contract execute an Ethereum transaction every 10 s, representing operations that do not have real-time or near real time restrictions. This was denoted as Contract Execution (10 s). The second state had the contract execute an Ethereum transaction every 1 ms, representing real-time or near-real time operations, and was denoted as Contract Execution (1 ms).

4.3. Updating the Blockchain

In addition to evaluating the Raspberry’s node performance, the fees and block processing time associated with each experiment run was recorded to determine the effect of the increasing network size, as a result of the transactions produced, on the mining cost of the resultant blocks as the effort required to verify transactions and solve the Proof of Work increased. Mining on the miner node was halted until the conclusion of each experiment was set. Once started, the mining output data for the resultant block was captured. This included the number of transactions within the block, the gas fee required for the block and the confirmation time for the block to be added to the ledger.

5. Results

The mean results for the performance evaluation, stress testing and mining experiments are presented in the following sections, rounded to three decimal points. Standard deviation was determined according to (1) and was also rounded to three decimal points. This was illustrated in Figures 7a,b and 8 as error bars on each mean result, with the value of the standard deviation result displayed above.

\[ \sigma = \sqrt{\bar{X}} \text{ where } \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i \]  

(1)

5.1. Performance Evaluation

At the conclusion of the performance evaluation experiments, the Raspberry Pi was observed completing an Ethereum transaction with an average time of 513.400 ms and an average deviation of ±18.904 ms. This is approximately 500 times longer than the benchmarked execution time of 1 transaction/ms for a single Ethereum node. In a later experiment, an average time of 10 min was observed for the generation of 1000 Ethereum transactions. This supports that, as noted in the Ethereum white paper, the computational limitations of a node would have a significant effect on its transaction processing time. The current consumed from the CPU (I\textsubscript{MCU}) was calculated from the observed voltage drop (V\textsubscript{MCU}) and the shunt resistor (R) according to Ohms Law. This was then used to determine the power consumed by the Raspberry using (2):

\[ P_{\text{MCU}} = V_s \times I_{\text{MCU}} \text{ W} \]  

(2)

where the supply voltage to the Raspberry Pi V\textsubscript{s} is given as 5 V. This result was then converted to milliwatts (mW). Subsequently, the average power consumed by an Ethereum transaction was observed to be 25.528 mW with a deviation of ±2.117 mW.

Over the course of the experiment, a general increase in the core temperature of the Raspberry was observed. Considering Figure 7b, one can see that the node in an idle state experienced an increase of 4.583 °C in the average temperature when compared to the average start up temperature of 44.000 °C. Contract execution lead to an 8.353 °C increase,
as compared to Startup, with the temperature decreasing by 2.053 °C once the contract had concluded execution. Between the Idle Node state and the Contract Execution state, the Raspberry Pi experienced a 3.770 °C increase in temperature. While the increases in temperatures observed were significant, it was noted that the maximum recorded temperature of 53.800 °C for Contract Execution was still well below the recommended maximum operating temperature of 80 °C for the Raspberry Pi.

Figure 7. Performance testing experiment captures. (a) Htop capture of CPU and RAM memory consumption; (b) Execution time and voltage drop waveform for Ethereum transaction.

For the CPU, the Idle Node and After Contract Execution states were not observed as having a higher utilisation rate than the Startup state. The main utilisation of the CPU occurred during the execution of the Smart Contract for each transaction sent to the blockchain network. On average, a transaction consumed 32.663% of the CPU with a deviation of ±4.650%. With the contract requesting a transaction to be sent every 10 s over the 60 s period, the high utilisation was observed as lasting only for the total time taken by the Raspberry to complete the transaction before dropping back down to the Idle Node state utilisation.

The consumption of RAM memory showed a relatively steady increase between the states. Consumption remained constant in both the Startup and Idle Node state with it increasing to an average utilisation of 4.240% ± 0.128% during the Contract Execution state utilisation.

Figure 8. Stress testing results of Raspberry Pi Ethereum node: (a) Concurrently running Python script execution time. (b) Core temperature of Raspberry Pi node under stress test.
state and 5.467% ± 0.327% during the After Contract Execution state. This showed that sufficient RAM would be available to other edge operations even with the node busy running Ethereum transactions in parallel.

5.2. Stress Testing

The stress tests conducted on the Raspberry Pi looked into determining the possible interference that Ethereum transactions could pose on other node operations. Setting the baseline operation, without Ethereum running on the Raspberry, the python script was able to execute in an average time of 50.65 s with a deviation of ±0.230 s. The average temperature at the end of this execution was observed to be 58.35 °C with a deviation of ±1.008 °C; an increase of 7.88 °C from the starting temperature. Running the script while the Raspberry was in the Idle Node state gave similar results to those observed for the Startup state; giving an average execution time of 50.68 s and a deviation of ±0.156 s while the average final temperature increased by 6.63 °C from the starting temperature of 52.14 °C. Both execution time and temperature results of the Idle Node state were similar to the results observed for the Startup state thus no interference from Ethereum was observed.

Following the first two tests, the Raspberry’s smart contract was altered to have the node send a transaction every 10 s, approximating normal edge node operations. In this configuration, along with the average execution time increasing by 0.80 s, the final temperature rose to 59.38 °C. With a higher final temperature and a nearly 1 s increase in execution time, a slight interference between the python script and Ethereum was observed for this state.

In the final test, the smart contract was again altered, this time having the Raspberry send a transaction every 1 ms as an approximation of near-real time or real-time operations. The largest changes in temperature and execution time were observed for this configuration, with an increase of 18.04 °C on the starting temperature of 55.44 °C and an increase of 6.03 s for the execution of the python script. In this state, significant interference occurred in the execution of the script.

5.3. Mining the Transactions

Over the course of the various node performance experiments, 67 transactions were sent to the miner, breaking down into 29 Execution Time transactions, 29 CPU/Temperature transactions and 9 configuration transactions. For the 67 experiment transactions, 2,023,617 gas was required, incurring a fee of 0.002023617 Ether. This amounts to a price of approximately 30,203.24 gas per transaction or approximately 0.00003020324 Ether per transaction. For this block, it took 9.98 ms for mining scheduling and after 1.22 s, all the transactions were sealed as the single block 2294 and successfully mined. The stress tests generated a total of 1877 transactions and required 57,105,848 gas, incurring a fee of 0.057105848 Ether. For this instance, the gas price per transaction was 30,424 gas or 0.000030424 Ether. This is an increase of 220.76 gas and approximately 0.00000022076 Ether. This resulting block was mined 541.69 ms after the mining process was started. Unusually, the block containing more transactions was mined faster than that containing few transactions, illustrating that a smaller number of transactions per block may not result in a faster mining time.

Considering other mining blocks generated during testing, the following was observed:

- A block containing 177 transactions incurred a fee of 0.005385048 Ether and was mined in 763.56 ms.
- A block containing 124 transactions incurred a fee of 0.003772576 Ether and was mined in 94.95 ms.
- A block containing 125 transactions incurred a fee of 0.003803 Ether and was mined in 423.76 ms.
- A block containing 104 transactions incurred a fee of 0.003164096 Ether and was mined in 1.12 s.

It could be seen that the time taken by the block mining process is highly variable, even though blocks with a larger number of transactions offer more financial incentive to
be mined faster. While this is ideal to ensure that smaller blocks do not get stuck waiting endlessly to be mined, it also means that there would not be a definitive guarantee as to when transactions are added to the ledger history, and thus made observable to the entire IIoT network. With the high degree of variability observed for the transactions generated from the node performance test, additional testing was conducted in order to try and determine a possible trend in the mining times that could be used to approximate the possible ledger update time. Over several runs, the mining times for blocks containing only 1, 10, 100 or 1000 transactions were captured in order to determine whether the number of transactions within the block had an effect on the resultant mining time. Owing to the limitations of the Raspberry Pi’s transaction send time, the number of transactions that could be physically generated for the mining experiments was limited to a maximum of 1000.

Figure 9 shows that averaging out the observed mining times for each block size gave very similar mining times despite the increasing number of transactions contained within each block; however, a significant spike was observed in the mining times for blocks containing 10 transactions. This further illustrates that a high degree of unpredictability could affect the expected mining time of microgrid transactions, subsequently affecting the availability of the recent transactions for real time price and demand forecasting. A line of best fit was generated for the mining time data and it was observed that this overestimated the possible mining times when compared to the physical results. It does, however, serve to provide a reasonable approximation for the possible mining times that could be expected for blocks containing the number of transactions that are beyond what the Raspberry Pi is physically capable of generating in a reasonable length of time.

![Predicting Node-Miner Mining Times](image)

**Figure 9.** Mining time estimations for single node-miner pair.

### 6. Discussion

In order to be able to determine the feasibility of DLTs as a solution towards the energy trade marketplace, the operational performance of an IIoT edge device, the role of which would be household consumption management and autonomous energy trading through smart contracting facilities, was evaluated using known techniques in order to highlight areas in which DLTs may not perform adequately for IIoT applications. The following sections discuss the results generated from the conducted experiments in the contexts of the goals of the feasibility study to identify and propose design considerations for the energy marketplace, set a baseline of operational metrics for DLT-enabled edge
device performance, identify the limitations of using DLTs in IIoT application spaces such as security vulnerabilities and the socio-economic and infrastructural climate of rural communities and highlight edge device platform compatibility restrictions that influence the design of the smart controller device.

6.1. DLT-Edge Node Performance

From the observed results, Ethereum performed well under the majority of the circumstances tested. Under normal node operation conditions, the DLT produced little interference to the regular operations. The observed power consumption for transactions was found as less than that observed for the low power Cortex M processors implementing standard, cryptographic algorithms [49]. The RAM memory consumption of the DLT was on par with that consumed by the Cortex M7 [49]. As a security mechanism for the IIoT edge, native Ethereum was found to be less power and RAM intensive than standard crypto algorithms. In the other areas assessed, and within the context of the smart microgrid, DLTs presented some problems. These would need to be handled as part of the development of a secure transactive market solution.

The execution times observed on the Raspberry Pi node were within the limits specified in [16] for specific smart microgrid scenarios including:

- Substation data,
- Non-critical equipment monitoring,
- Short term market pricing information,
- Meter reading,
- Long-term market pricing information and,
- Power quality information.

For real time or near real time operations, such as protective relaying and wide-area situational monitoring, the Raspberry Pi underperformed. It was unable to process Ethereum transactions within the time period specified by the standard, thus potentially introducing intolerable latencies into a real time or near real time network when handling Ethereum operation concurrently with IIoT operations. This was seen in the case of the contract requesting a transaction from the node every 1 ms—the minimum Ethereum node transaction generation rate. For the 60 s period in which the contract was active, 60,000 transactions should have been generated. For these transactions to be serviced, a minimum of 2,100,000 operations would have been required of the processing node. However, the Raspberry Pi was unable to meet the contract’s demands and could only achieve an average execution time of 513.40 ms per transaction, with 177 transactions being generated before the time expired. This is equivalent to a minimum number of 6195 operations being processed within the 60 s time period. Considering the vast difference between the expected and actual results, it can be seen that 99.7% of the operations could not be processed by the Raspberry within the time limit, despite the CPU allocating significant processing power to transaction generation.

The Raspberry’s performance under the stress test conditions presented another consideration for the implementation of DLTs at the IIoT edge. Normal operation conditions only resulted in a 1.58% increase in the script execution time, over the 60 s test period. Under the stress conditions, the temperature rose 5.04% from the starting temperature, with a maximum observed temperature of 61.20 °C. Over longer periods, the core temperature would continue to rise. Adequate cooling solutions would therefore be necessary as part of the enclosure design so to preserve the node lifespan.

The real-time operations of the node while running Ethereum transactions in parallel are of concern. An increase in core temperature of 32.53% was observed, with a maximum observed temperature at 75.80 °C. An increase of 11.90% in the execution time was also observed in the parallel operations. For such environments, architectural designs would need to consider areas where process off-loading could be beneficial towards meeting the operational time requirements.
6.2. Socio-Economic Considerations for the DLT-Enabled Energy Market

In addition to the latency introduced, the network size and scalability of the Ethereum network could also pose a challenge for the secure transactive market place. The tests for this work were conducted on a small, private testnet with controlled network growth. In a live network, growth would occur much more rapidly. This is especially true for application spaces in which high levels of initial buy-in are expected, such as the electricity market. Despite limiting the model proposed in Section III to 50 distinct, daily transactions per node, the network would still see approximately 1250–2500 transactions within a day. This translates to approximately 456,250–912,500 transactions within a year. The rapid growth in the network would then result in a slowdown in network transaction confirmations. In a real time trade market such as the microgrid, long transaction approval delays would be intolerable. A commodity such as electrical energy requires a transfer as soon as is physically possible to ensure good continuity in the supply. The expected growth would also affect the design of the smart microgrid in terms of the number of mining centres required to service the network at increasing scales and the processing capability and energy requirements that would be needed for each centre. As such, a more scalable DLT structure with smart contract functionality or a faster consensus mechanism would be required for a sustainable energy market solution. Consideration of the telecommunications infrastructure that microgrid transactions would require is also key for the successful realisation of the project. While 4G network connectivity is available, it is highly concentrated in the more urban provinces of the country. Most of the country is either being serviced using 3G and 2G connectivity or being without network connectivity [54]. As can be seen in Figure 10, the limited cell connectivity sometimes forces residents of a rural community to travel closer to the cell phone towers (if easily accessible) in order to be able to a signal strong enough to support and conduct any activities that requires a connection to the internet. Looking further into the mobile network connectivity available in the country, it can be seen that the download speed offered on the 3G networks peaks at 6.4 Mbps [37]. Microgrid communications would therefore need to be able to operate on this limited bandwidth while also being able to continue and recover should there be an interruption in the connection. In areas where no existing network connectivity exists, adequate infrastructure would need to be rolled out and implemented to enable participation in the community microgrid.

6.3. IIoT-DLT Compatibility

In order to try and better manage the scalability of the DLT network, alternative distributed ledger structures have been implemented in other DLT market players such as IoTA and NANO (formerly Raiblocks). Over the course of this work, it was found that while these technologies do currently exist, they are currently unsuited for use in IIoT edge application spaces such as the smart microgrid.

Table 2 gives a snapshot of the system requirements for some of the alternative DLTs against the resources available on some popular platforms used in the Industrial IoT edge [49,55–59]. It can be seen that the systems requirements are far greater than what even the Raspberry Pi 3 can provide as a higher end IIoT edge device. IoTA has been successfully deployed onto the more powerful Asus Tinker Board; however, its specification is far more powerful than that available on most IIoT edge devices [60]. NANO have an available port for the Raspberry Pi; however, they do not currently have mechanisms to create a private testnet. Considering the system requirements, low power devices—enabled using the popular Cortex-M cores—and their real time operating systems are simply unable to support alternative DLT applications at this current time. Therefore, development work would need to be done in order to create appropriate ports of these technologies to enable them for use with Industrial IoT devices and operating systems.
Figure 10. Limited cell reception forces community members to travel kilometres to be closer to cell towers (circled in red) in order to conduct online activities. (a) Supervisor searches for a stable cell signal in order to attend student’s online MSc defense session; (b) Members of the community seek shelter from the summer sun after traveling to the cell tower in order to participate in online university activities.

Table 2. DLT installation requirements versus IIoT edge node resources.

<table>
<thead>
<tr>
<th>DLT Implementations</th>
<th>RAM</th>
<th>Flash/ROM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperledger Fabric</td>
<td>4 GB</td>
<td>Unspecified</td>
</tr>
<tr>
<td>NANO</td>
<td>2 GB</td>
<td>8 GB</td>
</tr>
<tr>
<td>IoTA</td>
<td>2-4 GB</td>
<td>60 GB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IIoT Edge Processors</th>
<th>RAM</th>
<th>Flash/ROM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cortex A53</td>
<td>1 GB</td>
<td>Variable</td>
</tr>
<tr>
<td>Cortex M0</td>
<td>8 kB</td>
<td>64 kB</td>
</tr>
<tr>
<td>Cortex M3</td>
<td>8 kB</td>
<td>128 kB</td>
</tr>
<tr>
<td>Cortex M4</td>
<td>128 kB</td>
<td>1024 kB</td>
</tr>
<tr>
<td>Cortex M7</td>
<td>512 kB</td>
<td>2048 kB</td>
</tr>
</tbody>
</table>

6.4. Security Concerns within the Smart Microgrid

As more and more IIoT devices are connected to the smart microgrid, it becomes increasingly important to ensure security from the physical layer up through to the application layer. Each smart microgrid IIoT device offers a new avenue for malicious attack and exploitation for the wider network. Thus, the industry needs to prioritise IIoT security solutions that are scalable and economic to maintain the concern of “do no harm” that is currently prevalent in operational technology standards while maintaining the real time deadlines seen in IIoT applications.

Each endpoint in the smart microgrid network—from smart meter controllers up to the demand forecasting centres—should have an appropriate level of security incorporated from the design stages of the system. To be able to identify the appropriate security level required for the application space, a detailed risk assessment would need to be conducted according to industry standards for electrical energy and the Industrial IoT. Guaranteeing security in the IIoT application spaces, such as the smart microgrid, however, is an ongoing challenge owing to the nature of the network and the devices within it. Compared to desktop PCs, IIoT networks are highly constrained in terms of their memory and the processing power available. These devices are also deployed using batteries as their source.
of power and these need to last for very long periods of time. As a result, a security solution for the IIoT cannot run so long that the batteries get depleted and need to be changed every few months as deployments can easily be well into the hundreds of thousands of devices. Security solution designs in the smart microgrid would therefore need to be guided by regulations and guidelines for IIoT networks, such as those developed by the Industrial Internet Consortium (IIC).

Although DLTs serve to provide a good number of the security features required for the secure transactive market—such as cryptography and non-repudiation—there still remains some concerns that need to be addressed. Most prominently is the issue of privacy. In the public blockchain, the ledger is open for all to view and interact with. While this allows for a simple, customer joining process, it would expose sensitive data to those that may not be permitted to view, such as customer payment information and organisational operations data.

Small Ethereum networks utilising Proof of Work consensus mechanisms have been found to be at risk of takeover by malicious actors utilising powerful mining machines. While the estimated network size of the microgrid at a national or regional level would be able to provide some measure of protection against such a takeover, networks in small rural communities would still be vulnerable to a Denial of Service attack. To ensure that only permitted actors are able to participate in the microgrid, a consortium implementing and regulating access control parameters may need to be implemented. Additionally, an alternative consensus mechanism could be employed such as proof of stake. In expanding this work towards improvements in the performance of DLTs in industrial application spaces, the authors aim to develop a new consensus mechanism, which is based on existing IIoT operations and measurements that are used as part of a stake that can be placed on blocks that are to be added into the ledger.

Security vulnerabilities could be introduced to the network owing to flaws in the smart contract code; thus, rigorous debugging would need to be conducted to ensure the correct contract implementation and patching policies would need to be developed as a guideline on how to address incorrectly configured contracts. Finally, as an emerging, disruptive technology, exploration on DLTs is ongoing with constant changes being made to implementations to make them more efficient. As they mature, there remains the risk that a flaw or attack could be exposed, which could compromise the security of the network, such as 51%, Race and Sybil attacks, gasless send, and third party wallet vulnerabilities.

7. Conclusions

With the move towards greener, more efficient power systems, the smart microgrid is emerging as the next iteration of the power grid. As a highly critical and regulated application space, adequate security is needed to protect grid operations from malicious actors. As a result, standards are emerging to which new services and technologies need to conform to in order to ensure the continued provision of the high levels of availability required by various power systems. As one of the technologies identified for the secure, transactive microgrid market, DLTs would also be subject to meeting the standard requirements for availability. To determine its suitability for operation at the IIoT edge, performance evaluation and stress tests were performed on a Raspberry Pi 3 acting as an Ethereum node. It was seen that while normal edge node operations were not impacted by the Ethereum processes, the node was not suited for near-real time or real time operations and that the mining process could disrupt the scalability of the network while driving up the end users costs. While there are a number of alternate DLTs, their current implementation requirements make them unsuitable for use at the IIoT edge.

For DLTs to be more suitable for IIoT applications, further work would need to be conducted in assessing architectural designs that could allow for the distribution of operations between the edge, fog and cloud. Part of this includes evaluating different IIoT edge platforms for compatibility with Ethereum along with possible improvements that could be made to the overall performance of DLT network activities implemented at the
network edge. Efficiency could also be improved by creating and implementing consensus mechanisms that utilise existing IIoT processes instead of the computational burden introduced by the mathematical puzzle utilised by Proof of Work solutions. Improvements to DLT consensus would serve in reducing the implementation requirements of these technologies, making them more compatible with IIoT SoC architectures. The exploration on the implementation of the different ledger and permissibility structures seen in alternative DLTs could also be conducted as part of the effort towards improving the scalability and privacy of the DLT-IIoT smart microgrid network; however, prior work towards developing compatible IIoT installations, with reduced RAM and Flash requirements, would be required.
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