Turing patterns in a fiber laser with a nested microresonator: Robust and controllable microcomb generation
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Microcombs based on Turing patterns have been extensively studied in configurations that can be modeled by the Lugiato-Lefever equation. Typically, such schemes are implemented experimentally by resonant coupling of a continuous wave laser to a Kerr microcavity in order to generate highly coherent and robust waves. Here, we study the formation of such patterns in a system composed of a microresonator nested in an amplifying laser cavity, a scheme recently used to demonstrate laser cavity solitons with high optical efficiency and easy repetition rate control. Utilizing this concept, we study different regimes of Turing patterns, unveiling their formation dynamics and demonstrating their controllability and robustness. By conducting a comprehensive modulational instability study with a mean-field model of the system, we explain the pattern formation in terms of its evolution from background noise, paving the way towards complete self-starting operation. Our theoretical and experimental paper provides a clear pathway for repetition rate control of these waves over both fine (Megahertz) and large (Gigahertz) scales, featuring a fractional frequency nonuniformity better than $7 \times 10^{-14}$ with a 100-ms time gate and without the need for active stabilization.
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I. INTRODUCTION

The formation of patterns in nonlinear dissipative systems is ubiquitous in nature [1]. The emergence of such self-organized periodic patterns on top of a homogeneous background, which was pioneered by Turing, has been observed and investigated in many realms of science, including chemistry, biology, and statistical mechanics [1,2].

With regard to optics, patterns in nonlinear dissipative systems have been studied in both the spatial and the temporal domains [3–15]. The temporal study of such patterns in bistable optical systems [10–15] has received increasing attention in the past decade, in part due to the strong drive to develop optical frequency combs based on microcavities [16–26], referred to as “microcombs.” Typical implementations of such microcomb sources involve externally driving a nonlinear Kerr cavity with a continuous wave (cw) laser. This scheme has also emerged as an interesting scenario to study nonlinear systems far from equilibrium [27] where localized states, such as cavity solitons, or the modulational instability (MI) of homogeneous states, can appear [19]. This configuration has been extensively studied theoretically and can be efficiently modeled with the Lugiato-Lefever equation [3,28].

Bistable systems, in general, sustain different types of waveforms [1]. Of particular interest for microcombs are localized pulses, namely, solitons, as well as periodic waveforms, usually referred to as patterns, Turing rolls, or cnoidal waves. Solitons are localized waves that can appear as either single or multiple pulses. Because these pulses are highly confined in time, solitons can achieve broad and smooth spectra and have, as such, been of significant interest to the microcomb community for applications in spectroscopy, optical ranging, and communications [29–38]. On the other hand, patterns are nonlocalized waves which, in contrast to solitons, are periodic within the cavity space and, in general, achieve fewer optical frequency modes. Nonetheless, the intrinsic nature of periodic waves leads to patterns that exhibit a more robust type of phase locking and, for this reason, they are better suited to applications that require high-quality mode locking of a high repetition rate source, such as pure microwave, terahertz generation, or low-noise ultrafast telecommunications [38–41].

Turing rolls can appear in Lugiato-Lefever systems that are pumped in either the normal or the anomalous dispersion.
demonstrated combs with a fractional frequency nonuniformity tuned by up to 10 MHz. Finally, we demonstrate extremely robust and high-quality mode locking, obtaining a frequency variation in the repetition rate well below the hertz level, making such patterns particularly attractive for the generation of ultrastable microwave sources. Our approach achieves a deviation in the repetition rate less than $7 \times 10^{-14}$ for time gates of 100 ms with the ability to tune the repetition rate by adjusting a simple parameter (or component, i.e., a delay line). We verify experimentally continuous tuning of up to 10 MHz and Turing pattern generation with repetition rate of approximately 100, 150, and 200 GHz.

II. THEORETICAL BACKGROUND

We begin by describing the two traveling-wave resonator system as depicted in Fig. 1(a), which features a Kerr cavity, such as a microring (green ring), nested in a main amplifying cavity, e.g., a gain fiber loop (yellow loop). Their roundtrip time and length, expressed in standard units, are $T_{a,b}$ and $L_{a,b}$ with FSRs $F_{a,b} = T_{a,b}^{-1}$, respectively. We consider $T_b \gg T_a$ and define an integer $M$ such that

$$F_a = (M - v)F_b. \quad (1)$$

The relative cavity-period mismatch $|v| < \frac{1}{4}$ that allows for modeling noncommensurate loops is of particular importance. As we will see below, the FSR mismatch between the two cavities regulates the region of existence of solitons and patterns. In the latter case, we will show that $v$ plays a fundamental role also in defining the properties of the MI of a constant stationary state, which defines the typical features of pattern formation and their FSRs.

We define the spatial coordinates $X_{a,b}$ and assume that the optical fields in the two cavities $A(T, X_a)$ and $B(T, X_b)$, in square root of Watts are slowly varying in time $T$ in seconds. It is important to derive an expression for the field in the main cavity that permits an easy manipulation in terms of supermodes also determining the existence and stability of several different stationary states in the system. A supermode is a wave formed by a set of equally spaced modes of the main cavity, the relative spacing of which is given by the microcavity FSR $F_a$. This concept is depicted in

FIG. 1. (a) Depiction of the laser operation. The Kerr microresonator (green ring) is nested into an amplifying fiber loop (yellow). A Turing pattern waveform (light green) is excited in the microcavity and is sustained by a leading-order (red) and a first-order (blue) “supermode” waveforms from the amplifying loop. These supermodes are periodical with the microcavity length, highlighted by a line segment $L_a$. (b) Spectral distribution of the modes in the cold-cavity condition. The microcavity resonances (green) have a FSR denoted $F_a$ whereas the FSR of the amplifying main-cavity modes (black) is denoted $F_b$. The leading-order and first-order supermodes are plotted in red and blue, respectively. (c)–(e) Zoom of the $m$th, central, and $-m$th resonances. $\Delta$ is the normalized frequency offset between the central frequency of the leading supermode and the microcavity resonance. $v$ is the normalized FSR detuning, appearing when the two cavities are not commensurate.

Looking more generally at alternative approaches for microcomb generation, we introduced a scheme based on nesting a high-$Q$ nonlinear microcavity into an amplifying fiber loop [44–46]. Such a scheme allows for coherent pulsed states [44,46] and as recently demonstrated sustains a class of temporal cavity solitons, namely, laser cavity solitons [47]. Microcomb laser cavity solitons are intrinsically background-free bright solitons with a mode efficiency exceeding 96%, compared to the theoretical limit of 5% for bright Lugiato-Lefever solitons. Remarkably, these solitons are reconfigurable in terms of repetition rate by simply acting on the cavity length of the fiber loop.

Here, we focus our attention on a different set of solutions of this laser: nonlocalized Turing pattern waves. Revisiting our original results for stable pulsed solutions [44] and implementing a comprehensive mean-field model in conjunction with our measurements, we explain the generation dynamics of these waves via a MI process. We examine the range of parameters for which it is possible to select the repetition rate for some multiple of the microcavity free-spectral range (FSR) [48] and show that it can, in fact, be continuously tuned by up to 10 MHz. Finally, we demonstrate extremely varying in the repetition rate well below the hertz level.
Figs. 1(b)–1(e). It is useful, then, to first expand the field \( B(T, X_0) \) within the fiber cavity in the set of cavity modes \( b_n(T) \),

\[
B(T, X_0) = \sum_{n=-\infty}^{\infty} b_n(T) \exp \left[ 2\pi i \frac{X_0 n}{L_0} \right].
\]  

(2)

The frequency of these modes, spaced by the main-cavity FSR \( F_b \), is depicted by means of the gray lines in Fig. 1(b). We can now group together all the modes spaced by the microcavity FSR, which, as expressed by Eq. (1), is approximately \( M \) times larger than the main-cavity FSR. To this aim, we express the index \( n \) of the set \( b_n \) as

\[
n = mM + q,
\]  

(3)

where the integer \( m \) can take an arbitrary value whereas the integer \( q \) is given such that \( |q| < M \) and defines the order of the supermode. Figure 1(d) visually depicts those modes in red for the leading-order mode with \( q = 0 \) and in blue for the first-order mode \( q = 1 \). We can now focus our attention on the modes \( b_n = b_{mM+q} \) featuring the same \( q \). These modes are Fourier transformed in the space \( X_0 \) of the microcavity,

\[
B_q(T, X_0) = \sum_{m=-\infty}^{\infty} b_m M + q(T) \exp \left[ 2\pi i \frac{X_0 m}{L_0} \right].
\]  

(4)

Here the supermode with \( q = 0 \) has the best spectral overlap with the microcavity resonances. The fields \( B_q \) in the direct space are summarized in Fig. 1(a) where the line segment \( L_0 \) covers a length \( X_0 \) equal to the microcavity round-trip.

As we have demonstrated [47], the two-cavity system can be represented by a set of mean-field equations in terms of the field in the microcavity \( A \), and a total number of \( N \) supermode fields \( B_q \) in the main cavity (where \( N \ll M \)). As such, we consider the following parameter definitions: the waveguide first- and second-order dispersion \( \beta^{(1,2)}_m \) in \( s^{-1} m^{-1} \) and \( s^2 m^{-1} \), respectively; the amplifying gain within the main-cavity \( G \), in \( m^{-1} \); the corresponding bandwidth \( \Delta F_F \), dictated by a bandpass filter, in hertz; the Kerr waveguide coefficient \( \gamma \), in \( W^{-1} m^{-1} \) [49]; the \(-3\) dB linewidth of the microcavity resonance \( \Delta F_A \) in hertz, which is directly related to the coupling coefficient of the two cavities \( \theta = \pi \Delta F_A T_a [50] \). Furthermore, \( \Delta \) is the frequency-cavity offset, normalized with \( F_b \). The dimensionless system reads

\[
\begin{aligned}
\partial_t a &= \frac{i \kappa_a}{2} \partial_{xx} a + i |a|^2 a - \kappa a + \sqrt{N} \sum_{q=-N}^{N} b_q, \\
\partial_t b_q &= -\nu \partial_x b_q + \left( \frac{i \kappa_b}{2} + \sigma \right) \partial_{xx} b_q \\
&\quad + 2\pi i (\Delta - q) b_q + gb_q - \sum_{p=-N}^{N} b_p + \sqrt{\kappa} a.
\end{aligned}
\]  

(5)

(6)

Here, the equations have been normalized as in Ref. [47]. Specifically, we make the normalization of the propagating field against the main-cavity period in the moving pulse frame \( t = T T_a^{-1} \), whereas the fast cavity time, defined as \( x = X_0 L_a^{-1} - T T_a^{-1} \), is normalized against the microcavity roundtrip. Further normalization of the system properties are for the microcavity field \( a = A \sqrt{T_a} \) \( L_a^{-1} \), the main-cavity field \( b_q = B_q T_a^{-1} \sqrt{\gamma} L_a \), the amplifying gain \( g = GL_b \), the normalized cavity dispersions \( \kappa_a = -\beta^{(2)}_a L_a T_a^{-3} \), \( \kappa_b = -\beta^{(2)}_b L_a T_a^{-2} \), and the filtered main-cavity bandwidth \( \sigma = (2\pi \Delta F_F T_a)^{-1} \). The normalized coupling between the two cavities is defined such that \( \kappa = \theta T_a F_a = \pi \Delta F_A T_a \), which directly provides the number \( \kappa^{-1} \) of main-cavity modes per microring resonance. Similar equations have also been studied for coupled waveguide laser configurations [51–53] and frequency selective feedback lasers [54].

It is important to stress that the system does not involve any form of fast gain saturation [12], which is not necessary for sustaining the types of waves studied here. We note, however, that slow saturation of the lasing material (in ytterbium erbium-doped fiber this value is on the order of 10 ms [55]) does play a role in setting the optical field energy within the system. The analysis reported here, then, is focused on explaining the nature of the stationary states and the ultrafast wave dynamics, such as MI, which are instrumental in defining the different types of stable states.

Since patterns may arise from the instability of a cw solution, it is useful to find the homogeneous solutions, \( a(t) = \sqrt{\lambda} \exp[-2\pi i \phi t] \) and \( b_q(t) = b_q \exp[-2\pi i \phi t] \), where \( \lambda \) is the constant intensity of the microcavity field, \( b_q \) is the constant field for the supermode \( q \), and \( \phi \) is the normalized frequency of the stationary state. Among this class of solutions, the system also admits the trivial solution \( a(t) = 0 \) and \( b_q(t) = 0 \).

For \( N > 0 \), we find \( 2N + 1 \) states which are approximated by the formulas,

\[
\phi^{(q)}_0 = -[\Delta - q \pm (2\pi)^{-1} \sqrt{(1 - qg)}],
\]  

(7)

\[
I^{(q)}_0 = \left( 2\pi (\Delta - q) \pm \sqrt{g(1 - g + \kappa)} \right),
\]  

(8)

with \( q \) spanning from \(-N \) to \( N \) and the field in the microresonator resulting in \( a^{(q)}_0(t) = \sqrt{I^{(q)}_0} \exp[-2\pi i \phi^{(q)}_0 t] \). These formulas are exact for \( N = 0 \) and allow us to identify the different states, which can be readily refined by numerical integration. Note that the \( I^{(q)}_0 \) states have most of their energy contained within the supermode of order \( q \) with \( b^{(q)}_0 \approx \kappa \sqrt{I^{(q)}_0 [1 + i \sqrt{g(1 - g - \kappa)}]} \exp[-2\pi i \phi^{(q)}_0 t] \) and \( b^{(p)}_p \approx 0 \) for \( p \neq q \).

Modulational instability of the homogeneous, stationary states

Equations (5) and (6) define a homogeneous system which is solved by the trivial state solutions \( a = 0 \) and \( b_q = 0 \). The MI of such states provides important information on the region of existence of localized and nonlocalized solutions as discussed in Ref. [47] for the formation of solitons. Here, we mostly focus our attention towards nonlocalized solutions, which can arise from the MI of the zero-energy background. The MI gain of the system is obtained by calculating the real part of the eigenvalues associated with the linear perturbation of the stationary state [1]. Such perturbation is a monochromatic wave with frequency \( f \). We will refer to this frequency as the dynamical or perturbation frequency.

Figure 2 summarizes some significant results from the MI analysis as a function of the detuning parameter \( \Delta \). Since the
system is periodic with period $2\pi$, we focus our attention on the base range $-1/2 < \Delta < 1/2$. Figures 2(a)–2(d) and 2(e)–2(h) show the results for the matched cavities ($\nu = 0$) and for cavities with a period mismatch ($\nu = 1/3$), respectively. The maps in Figs. 2(a) and 2(e) generally summarize the stability regions for the trivial state as a function of the detuning $\Delta$ and cavity gain $g$. In the unstable regions (yellow shading) it is implied that the MI gain is positive for, at least, one perturbation frequency. Here, we note that the zero-energy state is always unstable for perfectly matched cavities ($\Delta = 0$). Examining the MI gain over the range of perturbation frequencies [reported in Figs. 2(b) and 2(f)] at a specific value of the cavity gain: $g = 0.06$, we note that the maximum MI gain is observed for the perturbation frequency $f = 0$, resulting in a growth of a cw perturbation from the trivial state.

It is also important to properly evaluate the MI spectrum for homogeneous nontrivial states. Within the set of parameters studied here, the MI analysis suggests that all cw states can be unstable within the base range. We focus our attention on state $I^{(0)}$. As can be verified with Eq. (8), this state represents the lowest-energy cw solution across the region $\Delta < 0$. A plot of the intensities of the cw states as a function of $\Delta$ in the range of parameters studied here is also reported in Fig. 3(c) for better visualization. The MI for the matched cavities ($\nu = 0$) and for cavities with a period mismatch ($\nu = 1/3$) are reported in Figs. 2(c) and 2(g), which cover the lower dynamical frequency range of the complete MI spectrum presented in Figs. 2(d) and 2(h). The latter plots show that this MI gain is very wide for $\Delta > 0$ (red-detuned cavities) and extends towards very high frequencies. We recall that this is the region where solitons, which are localized waves, exist [47]. The MI gain for the range $\Delta < 0$ (blue-detuned cavities), conversely, can be more limited in bandwidth, hence, it is easier to induce and control nonlocalized patterns.

In more detail, Figs. 2(g) and 2(h) show that the cavity-period mismatch $\nu$ can actually induce a set of new “tongues” in the lower-frequency spectrum of the MI gain. This can be understood considering that the presence of a filter within a laser cavity is known to allow the selection of pulsed states at multiples of the free-spectral range associated to the filter cavity by means of the Vernier effect [48,56]. In the formalism of this paper, when the mismatch $\nu$ is the inverse of some integer number $K$ (i.e., $\nu = 1/K$), the frequency of the main-cavity mode can align to every $K$th microring resonance mode. This feature has also been shown, in some cases, to force the oscillation at every $K$th FSR of the intracavity filter [48,56] and, in fact, stable oscillation has previously been obtained in configurations similar to that of our paper when a nonlinear microcavity was employed as a filter [46,48].

Our analysis, here, allows us to clearly interpret the origin of the set of Turing pattern states in terms of a cascading MI. Indeed, the MI spectrum of the cw states can present a sharp maximum around the dynamic frequency $f = K$. Figure 2(g) shows an example for the case $\nu = 1/3$ where the normalized frequency $f = 3$ is highlighted with a dashed-white line. Figures 2(f) and 2(g), then, reveal the existence of a self-starting regime of the Turing pattern state defined for a set of values where $\Delta < 0$, an example of which is presented in Fig. 3. Here, the MI gain of the trivial state initially seeds the growth of a cw state, which, once generated within the cavity, will have its dynamics regulated by the MI gain of the homogeneous state. In this case, the sharp peak at $f = 3$ induces the formation of a stable Turing pattern at this frequency.

These considerations explain why this set of Turing patterns is very commonly observed [44–46,48]. They are a set of intrinsically self-starting solutions that can be readily reformed if the energy in the cavity is lost through some
FIG. 3. Self-starting Turing pattern states. The zero solution evolves into state $I^{(0)}$, which is also unstable and gives rise to a Turing pattern. The simulation parameters are: $\zeta_a = 1.7 \times 10^{-4}$, $\zeta_b = 3.5 \times 10^{-4}$, $\sigma = 2.5 \times 10^{-4}$, $\Delta = -0.17$, $\sqrt{\kappa} = 2.5$, $g = 0.0365$, $\nu = -0.3342$, $N = 7$. (a) Evolution of the temporal profile of the field in the microcavity with the $y$ axis normalized to the microcavity length. (b) Maximum intensity of the evolution in the microcavity. (c) Low-energy stationary states. (d) Output time profile of the fields in the micro- and main cavities. (e) Output spectral profiles of the fields within the micro- and the main cavities with power spectral density (PSD) as a function of the normalized relative frequency.

perturbation. The presence of sharply localized tongues in the MI spectrum allows for a very clean selection of the dynamic frequency $f$, which is controlled directly by the cavity mismatch $\nu$. We will discuss this along with the effect of small changes of the cavity mismatch $\nu$ in Sec. III where we present also our experiments.

Finally, the strong skew in the MI spectrum induced by the period mismatch $\nu$ [as shown in Figs. 2(e)–2(h)], shifting the higher frequencies towards the border of the base range of the detuning $\Delta$, may be indicative that the system can support Faraday instabilities, which have been recently studied in resonators with regions of differing group-velocity dispersion [57,58].

III. EXPERIMENTAL IMPLEMENTATION

A schematic of our experimental setup is shown in Fig. 4(a). It is composed of a high-$Q$(10$^9$) integrated Hydex microresonator [59], an EYDFA, a free space delay line, a tunable passband filter, and an optical isolator. The microresonator FSR is $\sim$49 GHz with a linewidth of $\sim$100 MHz. The EYDFA provides relatively large gain over a short fiber length ($\sim$1.5 m), the gain profile being shaped by the tunable passband filter (6-nm 3-dB bandwidth) centered at $\sim$1550 nm. The free space delay line is used for controlling the phase of the main cavity modes with respect to the microcavity modes. The total main-cavity length is $\sim$3.5 m, resulting in a mode spacing of $\sim$55 MHz. The use of fully polarization maintaining fiber components prevents any nonlinear polarization rotation effects [19].

Frequency comb-assisted spectroscopy [46,47,60] is performed in order to extract the exact positions of the oscillating microcomb lines in the hot resonator (i.e., during operation). A scanning cw laser probes the resonance profiles and oscillating microcomb lines whereas a reference frequency comb (Menlo Systems) and a Mach-Zehnder interferometer (MZI) are used to perform the highly accurate frequency calibrations as illustrated in Fig. 4(b).

A frequency uniformity measurement setup [40,61,62] is used to extract the microcomb repetition rate deviation. Here, three adjacent microcomb lines are selected and beat with three adjacent comb lines of a reference frequency comb. The three beat notes, B1, B2, and B3 are combined (B1-B2 and B2-B3) through two frequency mixers. We retained only the repetition rate frequency signal which was detected by a high-resolution frequency counter in the ratio counting mode (10-mHz frequency error at 1 s).

The optical spectrum and autocorrelation from the system are monitored with the intracavity optical coupler at the microresonator drop port. In particular, the frequency comb-assisted spectroscopy measurements utilize the small backreflected signal from the input port whereas the frequency uniformity measurements use the microresonator through the port signal.
A. Turing pattern selection via the Vernier effect

We first verified the properties of the Turing pattern states controlled by the Vernier effect. As discussed in Fig. 3, the cavity detuning and mismatch parameters, respectively, $\Delta$ and $\nu$, need to be carefully adjusted in order to access this regime. Experimentally, this control is obtained by acting on the delay line in the fiber cavity whereas the position of the oscillating microcomb lines can be verified by means of the intracavity scanning spectroscopy setup. The experimental results shown in Fig. 5 display a range of cases with comb teeth spaced by two to four FSRs. These measurements are fit using Eqs. (5) and (6) with simulation parameters: $\sqrt{\kappa} = 2.5$, $\sigma = 2.5 \times 10^{-4}$, $\zeta_a = 1.7 \times 10^{-4}$, $\zeta_b = 3.5 \times 10^{-4}$, $N = 7$, and values $|\beta_{(a)}^{(2)}| = 20$ and $|\beta_{(b)}^{(2)}| = 60 \text{ ps}^2/\text{km}$ (within our experimental constraints).

Figures 5(a), 5(d), and 5(g) show the experimental optical spectra as well as autocorrelation traces and the position of the central oscillating comb line (i.e., the mode with the highest power spectral density). The corresponding simulated spectral traces are presented in Figs. 5(b), 5(e), and 5(h) for a set of Turing patterns with frequency spacing at two to four FSRs. The high contrast autocorrelation traces are indicative of the waveforms’ coherence. The intracavity spectrum shows an oscillating line within the microcavity resonance blue-detuned by 13.9, 12.4, and 22.1 MHz. For the numerical fitting in Figs. 5(b), 5(e), and 5(h), settings of $\Delta = -0.36$, $\Delta = -0.17$, and $\Delta = -0.54$ were used, along with mismatch parameters $\nu = 1/2$, $\nu = 1/3$, and $\nu = 1/4$. The analysis around Fig. 2 has indicated that, for these parameters, the MI of the trivial solution leads to the emergence of a homogeneous state. Figures 5(c), 5(f), and 5(i) depict the MI gain spectrum of such a
FIG. 5. (a), (d), and (g) Experimental optical power spectral density (PSD) for the microcomb modes. The insets depict the autocorrelation (AC) and the intracavity spectrum of the oscillating spectral mode with the highest power. The red line here shows the position of detuning $\Delta_1$ used in the respective simulations. The color shadings in (d) are in reference to the resonance profiles presented in Fig. 6. (b), (e), and (h) Simulated optical spectra calculated at $\nu = 1/2$, $1/3$, $1/4$, respectively, with corresponding gain settings and cavity detunings of (b) $g = 0.0400$, $\Delta = -0.36$, (c) $g = 0.0320$, $\Delta = -0.17$, and (h) $g = 0.0501$, $\Delta = -0.54$. (c), (f), and (i) MI gain spectrum of the cw states.

In the calculations: $\sigma = 2.5 \times 10^{-4}$, $\zeta_a = 1.7 \times 10^{-4}$, $\zeta_b = 3.5 \times 10^{-4}$, $\sqrt{\kappa} = 2.5$, and $N = 7$

B. Fine-Tuning and Phase Locking of the Turing patterns

Experimentally, the fine tunability of the repetition rate can be obtained by slight modification of the main-cavity length via a tunable delay line. Stable laser oscillation is observed throughout the whole tuning process, highlighting the capability of the system to maintain this state. We present an example of this tunability, with intracavity spectroscopy measurements of a Turing pattern with a period equal to three times the FSR of the nested microresonator. Similar tunability has been verified on all the cases presented above. We use five different fiber cavity lengths covering a range of 400 $\mu$m. The intracavity spectroscopy measurements allow us to visualize the shift of the resonating lines within the microcavity resonances and is summarized in Fig. 6. Note that, in all these cases, we observe that the line with the highest power spectral density (highlighted with orange shading) remains in almost the same position with respect to the central resonance (the variations are within a few megahertz), whereas sideband modes experience much larger shifts which are indicative of a change in the repetition rate. From these lines, we extract a normalized detuning parameter $\Delta = -0.35$ for all the cases, whereas the mismatch parameter $\nu$ for the respective main-cavity lengths varies by 0.044, 0.064, 0.076, 0.092, and 0.106 around the value of $\nu = 1/3$.

Figure 7 shows further simulations that agree well with the experimental observations on the tunability of the repetition rate. The numerical parameters are the same as in previous simulations shown in Fig. 3 where the mismatch $\nu$ was changed from $-0.33$ to $-0.39$: corresponding to an experimental change in cavity length of 400 $\mu$m. The stability that is maintained over this range of the mismatch parameter in our simulations emphasizes the strong agreement between our theoretical model and experiments. The change in group velocity of the pattern obtained in Fig. 7, compared to Fig. 3, indicates the fine-tuning of the repetition rate: this is visible from the clear inclination of the patterns in Fig. 7(a), which is better shown in the inset of the figure. These simulations also confirm the strong phase locking of the Turing pattern states as already discussed within the context of the Lugiato-Lefever comb [39]. To highlight this, the differential phase evolution of the absolute phase for three of the modes is presented in Fig. 7(d), demonstrating the strong phase locking of the repetition rate of the state.

For a more accurate measurement of the repetition rate detuning and stability, we employ a frequency uniformity measurement technique as illustrated in Fig. 4(c) [40,61,62] to probe the equidistance of the generated comb lines. The recorded mixed frequencies for the experiment in Fig. 6 are
Fig. 6. Experimental resonance profiles and beat note signals obtained with the probe laser scanning oscillating comb lines. (a)–(e) Descending rows correspond to a relative change in the main cavity length of $0$, $-100$, $-200$, $-300$, and $-400$ µm. The four sequential color-shaded plots correspond to different comb line wavelengths, 1547.13, 1549.47, 1550.64, and 1553.01 nm, respectively, from the left to the right panels as indicated by the color shading in Fig. 5(d). The dashed red line is a Lorentzian fit to the profile of the hot resonance whereas the vertical dashed-blue lines indicate the relative shift of the oscillating comb lines within their respective resonances.

Fig. 7. (a) and (b) Numerical results showing the evolution of the (a) temporal and the (b) spectral profile of the field. The temporal evolution has a corresponding zoom of the stable operation to illustrate more clearly the pattern. For the simulations: $\zeta_a = 1.7 \times 10^{-4}$, $\zeta_b = 3.5 \times 10^{-4}$, $\sigma = 2.5 \times 10^{-4}$, $\Delta = -0.17$, $\sqrt{\epsilon} = 2.5$, $g = 0.0365$, $\nu = -0.3942$, and $N = 7$. (c) Optical spectrum of the stable pattern state. (d) Differential phase evolution of three comb modes indicated by colored shading in (c). The differential phase is calculated as the derivative of the absolute phase $\phi_n$ over the temporal evolution, and it is indicative of the stability intrinsic to the repetition rate of the comb.
shown in Fig. 8(a) for the cases where the differential length of the delay line varies from 0 to −400 μm. The resulting average change in repetition rate is plotted for the various cavity delay lengths with the raw frequency data displayed in blue. The linear increase in repetition rate by up to 10 MHz as the fiber cavity length is decreased is clearly visible. The quality of the phase locking for these Turing pattern states can be then evaluated. A typical distribution of the frequency deviation stemming from an equidistant mode spacing, including a Gaussian fit (dashed red line). Here, we consider the −300-μm delay case with a frequency counter gate time of 100 ms.

The mean and the standard deviation of the frequency distributions in Fig. 8(a) is presented in Table I.

Our mean values are consistently in the same order of magnitude of the standard error, which are all in the range of 10 MHz, indicating that, even with short-time gates of 100 ms, we can claim a stability better than $7 \times 10^{-13}$ for the 150-GHz state. Our electronics unlocked several times during the measurement of the case at −200 μm, which has a low number of counts and, for this reason, the highest standard error.

Typical values for the stability of the repetition rate associated to the free-running microcomb sources range from $10^{-9}$ to $10^{-12}$ for soliton states measured with these level of time gates [63,64]. Free-running Turing pattern-based sources, which are known for having a stronger phase lock, have been demonstrated in the same order of magnitude ($7 \times 10^{-13}$) as our measurement but obtained with time gates of 1 s [40]. This shows the remarkable performances of our system, which can achieve the same level of stability averaging on gate times shorter by one order of magnitude. We believe that this enhanced stability is due to the intrinsic feedback that our nested cavities design allows. In addition, we maintain this excellent stability continuously over a tuning range of 10 MHz, whereas designs, such as the one proposed in Ref. [40], require fixing the repetition rate to a specific value. Our tuning capabilities are in agreement with the theoretical calculation in Fig. 7(d), which shows the strong locking of the Turing pattern state also when the group velocity is detuned.

In conclusion, we study the formation of nonlocalized Turing patterns in a system where a nonlinear high-Q microresonator is nested into an active fiber loop. By using a comprehensive mean-field model, we develop a MI analysis which explains the nature of these waves, revealing the dynamics of their formation from noise and explaining the ease with which they are observed. We demonstrate that these waves possess strong phase locking with frequency deviations of the repetition rate frequency being below a hertz. Furthermore, we show that the repetition rate can be controlled by simply acting on the main-cavity length which affects the modulational instability spectrum whereas maintaining the pulse quality.

In this regard, the experimental results demonstrate that the repetition rate of these waves can be controlled over both fine (megahertz) and large (gigahertz) scales, with a continuous tuning of up to 10 MHz verified experimentally. From a theoretical point of view, this paper will help increasing our understanding of nonlinear processes in multi cavity systems. Our results provide a pathway for designing practical microcomb devices that can be easily initiated and tuned by the end user, a fundamental requirement for the widespread use of these devices outside the laboratory environment.
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**TABLE I.** Results of the frequency uniformity measurements of data in Figs. 6 and 8 for time gates of 100 ms.

<table>
<thead>
<tr>
<th>Relative delay (μm)</th>
<th>Mean (mHz)</th>
<th>Standard deviation (mHz)</th>
<th>Approved counts</th>
<th>Relative deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>−400</td>
<td>−5.5 ± 8.3</td>
<td>213</td>
<td>655</td>
<td>$5.5 \times 10^{-14}$</td>
</tr>
<tr>
<td>−300</td>
<td>−10 ± 11</td>
<td>219</td>
<td>432</td>
<td>$6.7 \times 10^{-14}$</td>
</tr>
<tr>
<td>−200</td>
<td>−12 ± 20</td>
<td>172</td>
<td>74</td>
<td>$1.3 \times 10^{-13}$</td>
</tr>
<tr>
<td>−100</td>
<td>−3.5 ± 9.5</td>
<td>228</td>
<td>580</td>
<td>$6.3 \times 10^{-14}$</td>
</tr>
<tr>
<td>0</td>
<td>−8.1 ± 9.7</td>
<td>235</td>
<td>588</td>
<td>$6.4 \times 10^{-14}$</td>
</tr>
</tbody>
</table>
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