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ABSTRACT Crime activities have long been a great concern of all the countries. Analysis of crime data has been a key part yet a considerable challenge for discovering crime patterns and reducing crimes. In recent years, along with the development of data collection and data mining techniques, lots of big data-related studies have been conducted to analyze the crime data. Studying the numerical influential factors is one important yet challenging problem, especially for those indirect features. Though a number of studies have been conducted to analyze the influential factors of crime activities, most of them have some limitations in the era of “big data”. Some adopted the linear statistical methods, of which the basic assumption is opposite to the non-linear real world. Some limited their studied factors within one or two aspects. Some overlooked the importance of ranking the influence of factors. To fill these research gaps, this paper proposes a big data approach to analyze the influential factors on the crime activities, and experimented it on New York City. More than 1515 different factors ranging from demographic, housing, education, economy, social, and city planning were considered and analyzed. The proposed framework combines non-linear machine learning algorithms and geographical information system (GIS) to study the spatial determinants of crimes. Recursive feature elimination (RFE) is used to select the optimum feature set. Performance of gradient boost decision tree (GBDT), logistic regression (LR), support vector machine (SVM), artificial neural network (ANN) and random forest (RF) are compared to generate the optimum model. Important impact factors were then investigated using GBDT and GIS. The experimental results demonstrate that the combined GBDT and GIS model can find out the most important factors of crime rate with high efficiency and accuracy.

INDEX TERMS Big data techniques, feature analysis, felony assault, gradient boost decision tree, machine learning, recursive feature elimination.

I. INTRODUCTION

Crime has long been a ubiquitous social problem in human society. It will not only damage the individual rights and interests but also threaten the security of a country or even the world. Since the 9/11 attacks in 2001, growing concern about crime has been a serious problem in many countries [1]–[3]. Efficient crime prevention methods are necessarily required. However, in front of the growing volumes of crime data, how to accurately and efficiently analyze the data and extract helpful information for crime prevention has been a major challenge facing all law-enforcement and intelligence-gathering organizations [4], [5].

In academia, lots of data related studies have been conducted on crime analysis. Majority of the existing literatures are exploring three kinds of problems. First is the prediction of crime activities. To better support police and governments, researchers implemented different statistical methods or time series models to forecast the crime rates and trends. For example, Catlett et al. [6] presented a predictive approach based on auto-regressive models to automatically forecast crime trends in different high risk regions. Ingilevich and Ivanov [7] adopted three different approaches, including liner regression, logistic regression and gradient boosting, to forecast the number of crimes in different areas of the city of Saint-Petersburg. Rummens et al. [8] applied an ensemble model based on logistic regression and made bi-weekly predictions and temporally disaggregated monthly predictions.
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The second kind of problems that attract scholars is on the detection of crime hot spots. By identifying the hot spots, governors would be able to arrange their managements in a more strategic way. In this aspect, scholars developed different kinds clustering methods to identify the spatial and temporal patterns of crime hot spots. For example, Catlett et al. [6] using spatial DBSCAN based clustering techniques to identify high-risk crime regions. Mohler [9] combined several years of data and many different crime types to develop hotspot maps by extending point clustering models of crime. Bsoul et al. [10] utilized the affinity propagation clustering algorithm to detect the crime patterns.

The third group of data driven studies were exploring the cause effect behind the crime activities. These literatures intended to disclose more hidden influential factors on crime, and therefore provided more practical suggestions for crime prevention. For example, Khan et al. [11] investigated the socio-economic determinants of crime. Their study found that higher unemployment would diminish the rate of return of legal activities, and was more likely to increase the return of illegal activities. Lochner and Moretti [12] investigated the effect of education on crime. Using Census and FBI data, they found that schooling could significantly reduce the probability of incarceration and arrest. Immergluck and Smith [13] studied the impact of single-family mortgage foreclosures on neighborhood crime by analyzing the data of foreclosures, neighborhood characteristics and crime. They found that higher foreclosure levels would contribute to higher levels of violent crime.

This paper is also focusing on the third problem. Although many studies have been conducted to explore the influential factors, some limitations commonly exist in the existing literatures. The first lies in their methods for analysis. Most existing studies analyzed the crime data using statistical methods, such as ordinary-least-squares (OLS) linear regressions [14] and Poisson-based regressions [15]. These methods assume the relationship between crime and possible influential factors are linear, which is opposite to the non-linearity of the real-world situations. Therefore, the performance of these methods can be limited.

Secondly, when investigating the influential features of crime, most existing literature considered limited amount of factors, or focused on only one kind of factors such as economy, education, and population [16]–[19]. This, obviously, limits their discoveries in the era of big data. Other factors like place of interest, house vacancy rate, and city infrastructure-related factors have not been well studied. These factors can also affect citizen activities and therefore indirectly influence the crime rate.

Thirdly, the studied influential factors are not properly ranked. Majority of the non-linear machine models are referred as “black-box” algorithms, and cannot reveal the variable importance, while linear models such as logistic regression and lasso regression have the problem of multicollinearity, which may mitigate or even omit the weights of some important variables. The calculated results may therefore be misleading [20]. This may lead a wrong direction to the governments on which aspect to emphasize during policy making.

To overcome the limitations, this paper proposes a big data approach to analyze the influential factors on the crime activities. The experimented district was classified into 2168 areas, and each area was modeled as a sample case. More than 1515 different factors ranging from demographic, housing, education, economy, and social of each sample were considered and analyzed. A non-linear machine learning algorithm namely gradient boost decision tree (GBDT) is integrated to learn the numerical relationships between crime rates and the influential factors. A recursive feature elimination framework was implemented to support feature selection and feature ranking. The performance of the proposed framework is validated by comparing with other commonly seen machine learning methods, such as logistic regression (LR), support vector machine (SVM), artificial neural network (ANN) and random forest (RF). Based on the most important factors of crime rate given by the integrated framework using GBDT and RFE, GIS analysis is then utilized to analyze the influence of factors in different census tract regions. Practical suggestions are proposed for local law enforcement to control the growing crime rate.

The remaining of the paper is organized as follows: Section II presents the methodology framework, Section III shows the case study in New York City, Section IV analyzes and discusses the most important features and Section V concludes the work.

II. METHODOLOGY FRAMEWORK
The proposed methodology framework is shown in Figure 1. It mainly consists of three parts: 1) data collection and preprocessing, 2) selection of models and features, and 3) feature analysis. Details of the framework are introduced as follows.

A. DATA COLLECTION AND PREPROCESSING
Big data analysis is the process of discovering patterns in large datasets. Therefore, a well-collected and preprocessed dataset is the basis. The proposed methodology tends to identify important influential factors among different kinds of feature data, including crime data, demographic data, economic data, housing data, social data, and educational data. However, these data are collected from different sources and are difficult to join directly. To achieve this, this study proposes GIS for data fusion. It can join different datasets together as long as they can be described using geographical information such as latitude/longitude and city/county [21]. In the experiment conducted in Section III, the datasets were indexed using census tract, a geographic region defined for the purpose of taking a census. Details will be introduced later.

Furthermore, the collected raw datasets normally have some flaws, such as redundant data, missing value, and high correlational data. Redundant data should be removed to improve modeling efficiency and reduce the computation
cost. Missing values occur when no data value is stored for the variable in an observation. They are usually filled with mean/median value, zero value, or simply be deleted when too much are missing [22]. High correlational data means the feature has similar meanings to the study target or other features. These features will interfere in the analysis of influential factors, especially for linear based models. The coefficient of some important features will be assigned using very small value upon the existence of highly correlated features. This is one crucial problem that most existing studies have not well addressed. This study will not only implement the Pearson correlation coefficient to remove part of highly correlated features, but also use ensemble tree-based models to mitigate the multicollinearity problem.

B. SELECTION OF CLASSIFICATION MODELS AND FEATURES

1) GRADIENT BOOST DECISION TREE (GBDT)

In this paper, gradient boost decision tree (GBDT) is adopted to model the relationship between crime rate and influential factors. It is a powerful machine learning technique developed based on CART decision tree. It has the advantages of high accuracy, fast training, and small memory footprint [23]. Due to the strong abilities of GBDT, it has been implemented in many domains, such as advertising systems, sales prediction, medical data analysis and image classification [23]–[25].

GBDT produces a prediction model for classification in the form of an ensemble of CART decision trees using gradient boosting techniques. It builds one tree at an iteration to fit the residual of the trees that precede it [23]. For given training data \( X = \{x_i\}_{i=1}^N \), their labels \( Y = \{y_i\}_{i=1}^N \), the classification model \( F(x) \) and the differentiable loss function \( L(y, F(x)) \), the goal of GBDT is to choose a classification function that minimizes the aggregation of the loss function, which can be expressed as Equation (1) [23].

\[
F^* = \text{argmin}_F \sum_{i=1}^n L(y_i, F(x_i)) \tag{1}
\]

One important ability of GBDT is calculating the variable importance, which is also used in this paper. The calculation of relative influence in GBDT can be shown as Equation (2) and (3).

\[
I_k^2 = \frac{1}{M} \sum_{m=1}^M I_k^2(h_m) \tag{2}
\]

\[
I_k^2(h_m) = \sum_{t=1}^{L-1} \Delta \text{Loss}_t^2 \cdot I(t = k) \tag{3}
\]

where \( I_k \) is the relative influence of a variable \( k \) in the GBDT model, \( M \) is the number of iterations or the number of trees, \( h_m \) represents the \( m \)th tree, and \( \Delta \text{Loss}_t^2 \) is the decrease of the square loss after the node \( t \) split.

Besides GBDT, our methodology also proposes to try four other commonly seen machine learning methods, including logistic regression (LR), support vector machine (SVM), artificial neural network (ANN) and random forest (RF). Modeling performances of these models will be experimented and compared in the case study.

2) RECURSIVE FEATURE ELIMINATION (RFE)

In this paper, more than one thousand features are collected. However, not all the collected features are important to the crime rate. Some of them may contain a lot of noise and therefore become redundant. Those features will not only slow down the calculation process but also lead to overfitting and lower the model performance. As a result, a proper feature selection method is required to remove those features.

This study proposes the recursive feature elimination (RFE) strategy to select features. It is a recursive process that uses the remaining features to fit a base model and removes the weakest features until the specified number of features is reached [26]. Features are ranked by the coefficients or feature importance of the base model. By recursively eliminating a feature or a small number of features per loop, RFE can gradually eliminate dependencies and collinearity that may exist in the model. The pseudo code of the RFE framework is shown in Algorithm 1.
Algorithm 1 RFE Algorithm

Inputs:
- Training set T
- Set of p features \( F = \{f_1, \ldots, f_p\} \)
- Ranking method \( M(T, F) \)
- Number of features to select \( n \)
- Number of features to remove at each iteration \( s \)

Outputs: Final ranking \( R \)

Code:

While \( p > n \) do
  Rank set \( F \) using \( M(T, F) \)
  \( F^* \leftarrow \) last \( s \) ranked feature in \( F \)
  \( p \leftarrow p - \) size of \( F^* \)
  \( F \leftarrow F - F^* \)

The number of features to keep and the number of features to remove per iteration are two important parameters of RFE. However, it is often not known how many features are valid in advance. Therefore, this parameter needs to be tuned in practice. Cross-validation and grid search may help get a stable result more efficient.

As mentioned above, RFE requires a base model to help calculate the feature importance and remove the irrelevant and redundant features. In this paper, random forest (RF), gradient boost decision tree (GBDT) and extremely randomized trees (ET) are selected as the candidates of the base model for RFE due to their capability in ranking variable importance.

The way that GBDT calculates the feature importance has been introduced in Section II-B-1. Random forest (RF) calculates the variable importance using the out-of-bag (OOB) data of each bootstrap sample [27]. Basically, the algorithm will develop lots of decision trees to model the variables and the target. It will perform random permutation of a variable’s value in the OOB data and check the number of votes for correct class. By comparing the difference and calculate the average of this value over all trees in the forest is the raw importance score for a variable.

Extremely randomized trees (ET) is also a tree-based ensemble learning method proposed by Geurts et al. [28]. On the one hand, ET is very similar to RF. It randomly selects samples for each sub-set and features for each tree. On the other hand, while RF builds a tree with the best classification attributes at each node, ET selects the cut-point at random. It removes the need for the optimization of the discretization thresholds. Therefore, compared to RF, ET has a clear advantage in terms of computing times and ease of implementation [28].

C. FEATURE ANALYSIS

After comparing the performance of the algorithms mentioned above, an optimal model and an optimal feature set can be obtained. Using the optimal model, feature importance can be calculated and the most important factors can be identified. Then GIS can be applied to detect the spatial relationships between the crime rate and the influential factors. Based on the associations, possible reasons behind are analyzed and practical suggestions are proposed.

Overall, our methodology framework adopts non-linear machine learning algorithms to investigate the relationship between crime rate and influential factors. The framework was able to integrate data from different dimensions and filter out the most important factors. In the following part of the paper, a case study is conducted to validate the effectiveness of the proposed framework.

III. CASE STUDY

A. DATA COLLECTION

1) TARGET DATA

This paper selected New York City (NYC) to conduct the case study. Since the 1990s, crime volume in NYC has continuously reduced under the unremitting efforts of New York City Police Department (NYPD). In 2017, NYC was ranked as one of the metropolitans with the lowest crime rate in America. However, as shown in Figure 2, though the total number of crimes decreases, the number of felony assault crimes
shows an increasing trend from 2006 to 2016. Felony assault means the victims suffer a physical injury of varying severity caused by either a deadly weapon or dangerous instrument. It, obviously, will seriously threaten the safety of NYC citizens. Therefore, this paper selects this kind of crime as the target to numerically investigate its prediction model and influential factors.

The felony assault data of NYC 2016 are collected from NYC Open Data. NYC is composed of five boroughs, including Manhattan, Brooklyn, Queens, Bronx and Staten Island. Distribution of the kernel density of felony assault crimes is shown in Figure 3 (a). It can be seen that in some areas, such as Manhattan, Bronx, and Brooklyn, the felony assault crimes are very dense. However, some districts have denser or more crimes simply because these places have more people. In order to eliminate the interference from the population, we choose crime rate as the target of the experiment. It is calculated by dividing the number of total felony assault crimes by the population of the census tract. This study uses census tract (CT) as the geographical unit because most demographic and economic features were collected at this unit according to United States Census Bureau. The calculation is conducted with the help of GIS, which will be introduced later. In total, there are 2168 census tracts in NYC. However, after an inspection of the data, we find that the CTs in the Staten Island borough either involve a small number of crimes or a small number of citizens. Their crime rate, thus, is either too high or too low. These CTs are very likely to be outliers and interfere the modeling. Therefore, CTs in the Staten Island are excluded in this paper. After this, we obtained the crime rate of 2057 census tracts in NYC. Distribution of the crime rate is presented in Figure 3 (b). It can be observed that the crime rate varies from CT to CT. To simplify the problem and also filter the outliers, this study divides the census tracts into two groups. One is that their crime rates are higher than the median of all census tracts. They are marked as high rate census tracts (high rate CTs), and are the positive samples in the experiment. The other is that their crime rates are lower than the median. They are the low rate CTs, and are marked as the negative samples. In total, the experiment gets 1050 positive samples and 1007 negative samples. Distribution of the high rate CTs and the low rate CTs is shown in Figure 3 (c). It can be seen that the high rate CTs mainly concentrate at area A-E.

2) FEATURE DATA
To study the possible reasons behind the increasing number of felony assault crimes, various kinds of features are investigated. Six datasets including demographic, housing, education, economic, social and place of interest are collected from United States Census Bureau and NYC Open Data. Detailed features of the six datasets are presented in Table 1. The demographic group contains 268 features, such as age, gender, race, and household owner. The housing group describes the vacancy rate, house structure, house price, etc. It includes 286 features. The education group describes the education level of different age, gender, race, etc. 384 features are included. The economic group consists of 274 features, involving employment rate, income, insurance, poverty rate, etc. The social group covers the information of family type, family relationship, marriage, etc. It includes 290 features. Place of interest involves 13 features, including recreational facility places, commercial places, public safety places, etc. In total, 1515 features are collected.

B. DATA PREPROCESSING
After the data are collected, preprocessing is conducted. First, after an inspection of the data, we found that some of the cases are describing the same felony assault at the same time and the same location. These are duplicated cases and should be removed. They account for 2.4% of the crime data.

Then data fusion is conducted using GIS. The crime data is firstly imported into ArcMap, a GIS software platform. Locations of crime are shown on the NYC map based on the latitude and longitude. Then the 2010 Census Tracts map collected from NYC Open Data is added. The location of felony assault is connected to the Census Tracts Map using spatial connection. The number of felony assault crimes within each census tract is calculated. Crime rate of each census tract is
TABLE 1. Datasets description.

<table>
<thead>
<tr>
<th>1st level aspect</th>
<th>2nd level category</th>
<th>features</th>
<th>1st level aspect</th>
<th>2nd level category</th>
<th>features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic</td>
<td>Population by sex and age</td>
<td>60</td>
<td>Education</td>
<td>Attainment population by sex and age</td>
<td>158</td>
</tr>
<tr>
<td></td>
<td>Population by race</td>
<td>108</td>
<td></td>
<td>Attainment population by race</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>Household</td>
<td>100</td>
<td></td>
<td>Poverty rate by Attainment</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>268</td>
<td></td>
<td>Median earnings by Attainment</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td>384</td>
</tr>
<tr>
<td>Housing</td>
<td>Rent price</td>
<td>36</td>
<td>Social</td>
<td>Ancestry</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>Value</td>
<td>20</td>
<td></td>
<td>Disability status</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Structure</td>
<td>66</td>
<td></td>
<td>Computer and internet use</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Monthly owner costs</td>
<td>66</td>
<td></td>
<td>Educational attainment</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Occupancy</td>
<td>18</td>
<td></td>
<td>Fertility</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Mortgage status</td>
<td>6</td>
<td></td>
<td>Grandparents</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>House Heating Fuel</td>
<td>20</td>
<td></td>
<td>Households</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Year structure built</td>
<td>22</td>
<td></td>
<td>Language spoken at home</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Year householder moved into unit</td>
<td>14</td>
<td></td>
<td>Marital status</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Vehicles available</td>
<td>10</td>
<td></td>
<td>Place of birth</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Facilities</td>
<td>8</td>
<td></td>
<td>Relationship</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>286</td>
<td>Place of Interest</td>
<td>Different places (recreational,</td>
<td>13</td>
</tr>
<tr>
<td>Economic</td>
<td>Income</td>
<td>126</td>
<td></td>
<td>safety, ...)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Class of worker</td>
<td>10</td>
<td></td>
<td>Total</td>
<td>290</td>
</tr>
<tr>
<td></td>
<td>Commuting to work</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Employment status</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health insurance coverage</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Occupation</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Industry</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>274</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total features: 1515

given by dividing the number of felony assault crimes by the population of each census tract. At the same time, the borough census tract code is provided. Based on the code, the label data would be able to join the collected 1515 features.

After the data fusion, missing values are handled. In the dataset, 14 features have missing values. The number of missing cases on these 14 features are all 193, accounting for 9% of the data. Since most of the missing values are non-available values at places with few inhabitants, zero value is adopted to fill them.

Fourth is the high correlational data. A number of features are highly correlated with other features in the prepared 1515 features. For example, the feature “percent of adults 25 years and over with bachelor’s degree or higher” and the feature “percent of adults with bachelor’s degree or higher” has a correlation value of 0.9995. The existence of a highly correlated feature can interfere with the importance value of the other one. This is called the multi-collinearity problem [21]. Though GBDT adopted in this paper can effectively mitigate the multi-collinearity between features, these high correlational data will slow down the computation speed and increase the complexity of the feature analysis. To address the problem, Pearson correlation coefficient is deployed. It is based on co-variance and can give information about the magnitude of the association. In this experiment, the correlation coefficients of 16,510 pairs of features are higher than 0.9, accounting for 0.72% of all the pairs. For each high correlational pair, the feature that has a relatively lower correlation with our label is deleted. We also examined the correlations between the features and the label. The highest correlation value is 0.47, so no more features were excluded. In sum, 1045 features are removed in this step, and there remained 470 features.

Furthermore, to mitigate the influence of different value range and speed up the modeling, z-score transformation is conducted to normalize the data. Calculation of the z-score transformation is shown in Equation (4).

\[ X_{\text{transform}} = \frac{X - \mu}{\sigma} \]  (4)
where $\mu$ represents the mean value, and $\sigma$ represents the standard deviation.

\section*{C. FEATURE SELECTION AND MODEL OPTIMIZATION}

The collected raw data contains 1515 features. After the data preprocessing, 470 features are remained. Still, not all of them are important features. As mentioned in Section II-B-2, some features might increase the computation cost and lower the model performance. Therefore, they need to be found out and removed.

Recursive feature elimination (RFE) is adopted to select the features. The number of selected features is required to be pre-set for RFE. To find the optimal number of selected features, we take extremely randomized tree (ET) as the base model of RFE and combine it with GBDT. The number of removed features per loop is set as 10. The result of parameter optimization is presented in Figure 4. It can be seen that when the number of selected features is 300, GBDT has the best performance with the accuracy of 0.809. Therefore, 300 features are selected from 470 for further treatments.

At the same time, the parameters of GBDT need to be tuned to achieve better performance. Max depth $D_{\text{max}}$, number of trees $N_T$ and learning rate $l$ are three important parameters. Larger $D_{\text{max}}$ generally improves the performance of individual trees but decreases the generalization of the model and increases the chance of overfitting. Larger $N_T$ could give better performance but make the code slower. Learning rate $l$ will influence the convergence speed of the model. The selection of $l$ is usually associated with $N_T$, because smaller $l$ may require more trees to converge, while larger $l$ may not need much trees to find an optimal value. For simplicity, we set $l$ as the default value of 0.1. $N_T$ and $D_{\text{max}}$ are optimized using grid search. Figure 5 shows the optimization results. It can be observed that when $D_{\text{max}}$ is 5 and $N_T$ is 800, GBDT has the highest accuracy of 0.809. Default parameters for GBDT is $N_T = 100$, and $D_{\text{max}} = 3$. The accuracy for this group of parameters is 0.775. Therefore, it can be calculated that the process of parameter optimization increased the model performance 4.39%.

Moreover, to prove that GBDT is a reasonable choice for our experiment, its performance is compared with four other models, including logistic regression (LR), support vector machine (SVM), artificial neural network (ANN) and random forest (RF). The performance of three feature selection base models of RFE is also compared. They are GBDT, RF and extremely randomized trees (ET). Also, the performance of using the original 1515 features are also calculated for comparison. The results are shown in Table 2.

It can be seen that compared with the models without feature selection techniques, the performance for different algorithms improved 2.86%-10.09%, especially for SVM and ANN. RF and GBDT improved the least, but this reflects that these two algorithms have a better tolerance on noise. Especially for the RF algorithm, it has the highest accuracy.
when using the original 1515 features. In addition, compared to other models, GBDT has the highest average accuracy after RFE. When ET is chosen as the base model of RFE, GBDT has the highest accuracy of 0.809. This proves that it is reasonable to combine GBDT with ET for feature selection.

Besides, six kinds of features are considered as the possible influential factors of crime rate in this study. To explore the influence of each kind of feature on the model performance, a contrast experiment is conducted. The performance of GBDT model when different types of features are excluded is shown in Table 3. It can be seen that when the economic-related features are dropped, the model has the lowest score of accuracy. This means economic has a higher impact on the model. However, the impact is also associated with the number of features and the correlation among features. For example, social features and demographic features have a higher correlation with each other. Therefore, when either of these two categories is dropped, the model accuracy does not reduce too much. To further analyze the relationship between the six types of features and the crime rate, impact of individual features on crime rate needs to be examined.

<table>
<thead>
<tr>
<th>TABLE 3. Impact of each feature type on model performance.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dropped feature group</td>
</tr>
<tr>
<td>Place of interest</td>
</tr>
<tr>
<td>Social</td>
</tr>
<tr>
<td>Economic</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Housing</td>
</tr>
<tr>
<td>Demographic</td>
</tr>
<tr>
<td>None</td>
</tr>
</tbody>
</table>

IV. FEATURE ANALYSIS AND DISCUSSION
A. FEATURE IMPORTANCE
After the optimum feature set and model are obtained, feature importance is calculated using GBDT to uncover the most important features on the crime rate of felony assault in NYC. One important reason that this study employs GBDT to calculate the variable importance is that it can help mitigate the multicollinearity problem. The tree structure and ensemble methods in GBDT help reflect the variable importance more objectively. Table 4 lists the top 10 most important features among the selected 300.

It can be seen from Table 4 that some features have similar meanings. For example, the first and the fourth feature both refer to single women or marital situation. The second and the third feature both represent the statistics of Black or African American. The fifth, sixth and eighth feature all represent the poverty degree or economic level of the census tract. The seventh and the last feature describe the education level. The ninth feature belongs to the aspect of place of interest.

Therefore, for a clearer feature analysis, we divide the top 10 features into five aspects, including:

- Marital: Percent_NM, Percent_NH
- Black or African American: Percent_BA, Pop_BA
- Economic: Percent_SNAP, Percent_less than $10,000, and Percent_PL
- Education: Percent_BD, Percent_HS
- Point of interest: Num_RF

B. MARITAL
The first and the fourth feature both describe the marital situation of single women. To find out the relationship between these two factors and the crime rate, the distribution of them are visualized in the NYC map using GIS. Since these two features show a similar distribution in the map, we pick the first feature as an example for illustration. Its distribution is presented in Figure 6. It can be seen that the Percent_NM is higher in area A, B and C. Compared Figure 6 with Figure 3 (c), it can be concluded that the high percent of single women might be one of the reasons behind the high crime rate in area A, B and C. We also compare the average percent of females 15 years and over who never married, with who has ever married in high/low rate CTs. Figure 7 shows
the results. It can be seen that in high rate CTs, the average Percent_NM is much higher than that in low rate CTs.

The reason behind the high crime rate in census tracts with high single female rate might lie in several aspects. On the one hand, single women without companies usually have less strength to resist. Therefore, they are more likely to be targeted by criminals. On the other hand, higher percent of single female reflects the lower rate of marriage to some extent. Previous studies have proved that marriage has a negative correlation with crime activities [29], [30]. Married people are much more mature, responsible, easier to calm down, and are less likely to be criminals. In addition, for rapists, more single women means more potential targets. Therefore, the rape crime, which is one important kind of felony assault crimes, might be higher in CTs with high single female rate.

Therefore, to lower the crime rate of felony assault, government should study more policies to protect single women, especially in area A, B, and C. Single women should also be more careful and ask for a company when under potential risks of being attacked.

C. BLACK OR AFRICAN AMERICAN

The percent and the population of Black or African American are two important factors of crime rate as shown in Table 4. Distribution of the Percent_BA is presented in Figure 8. It shows that in area C, D and E, Black or African American accounts for a higher percent. Compared Figure 8 with Figure 3 (c), it can be observed that the high percent of Black or African American in area C, D and E might be one of the surface causes of the high crime rate in these areas. We also compute the average percent of other kinds of races in high/low rate CTs. Figure 9 gives the results. It shows that in high rate CTs, the Percent_BA is almost three times as that in low rate CTs.

Relationship between race and crime has long been a sensitive topic of public controversy and scholarly debate in the United States [31]. Crime statistics have shown that the rate at which Black or African American both commit and are the victim of homicide is about six to eight times higher than that of white American [32]. The incarceration rate of Blacks is more than three times higher than their representation in the general population [32]. However, race is not the reason for crime activities. A number of previous studies have attempted to explain why some racial groups appear to be over-represented in official crime statistics [33]. Socioeconomic factors, such as social stereotype, single-parent families, lower educational attainment, low personal income, lower social class position and crime-ridden neighborhoods, have been generated to be the cause effects behind the high crime rate of Black or African American [33]–[35]. Among these factors, economic and education level have been further
concluded to be the major reasons [36], [37]. Relationship between the economic and education level and the crime rate will be explained later.

D. ECONOMIC

The fifth, sixth and eighth most important factors of crime rate uncovered in Table 4 all reflect the economic level of the CTs. Higher percent of these features means lower economic level. Figure 10 presents the distribution of the Percent_SNAP. It shows that the percent is higher in area A and C. Compared Figure 10 with Figure 3 (c), it can be concluded that the high crime rate in these two areas might be related to their lower economic level. We also calculate the average number of families at different annual average income levels in low/high rate CTs. Figure 11 presents the results. It can be seen that the average percent of families whose annual average income is around $50,000 to $74,999 is similar in high rate CTs and low rate CTs. However, in high rate CTs, the average percent of families whose income is lower than $50,000 is much higher than that in low rate CTs, while the average percentage of families whose income is higher than $74,999 is much lower than that in low rate CTs. This means census tracts with more lower-income households have higher crime rates.

Economy is the basis of society. Low economic level will lead to high unemployment rate and high poverty rate. These will further lead to a high level of stress and mental illness which in turn causes individuals to adopt the criminal behavior [11], [20]. Therefore, in order to decrease the crime rate of felony assault, NYC government should give priority to the economic development in poorer census tracts in area A and C. For example, use tax incentives to attract more firms, improve living conditions in these tracts through water, sanitation and solid waste management, encourage innovation and entrepreneurship, etc.

E. EDUCATION

Table 4 shows that Percent_BD and Percent_HS are two important factors of crime rate in NYC. These two factors both reflect the education level. To uncover the relationship between the education level and the crime rate, distribution of the Percent_BD is presented in Figure 12. It can be observed that the percent is lower in area A, C and E. Compared Figure 12 with Figure 3 (c), it can be concluded that the lower percent of adults with higher education level could be one of the reasons of the high crime rate in area A, C and E. In addition, we calculate the average percent of adults 25 years and over with bachelor’s degree or higher and less than high school graduate in high/low rate CTs. Figure 13 presents the results. It can be seen that the percent of adults with higher education level in high rate CTs is lower than that in low rate CTs. The percent of adults less than high school graduate, on the other hand, is higher in high rate CTs. This suggests that there is a significant negative relationship between the crime rate and the education level.

Possible reasons behind this negative association are that people with higher education level are more likely to solve problems in a rational and legal way instead of in an extreme way that will hurt others. Also, they have a better
understanding of the harm of crimes. They know what is wrong and what is right to do. In addition, well-educated people are more likely to have higher income, and therefore the opportunity costs to commit crimes for them are higher. This also reduces their crime rates [11], [12].

Therefore, to reduce the crime rate and guarantee the social security, education level in area A, C and E should be improved. For short-term, government could provide more job training and vocational educations for people with low education level in these areas. For long-term improvement, government could set up more community schools in these tracts and introduce policies to encourage people to take up advance studies.

F. PLACE OF INTEREST

Num_RF ranks the ninth most important factors of crime rate in Table 4. To explore the relationship between it and the crime rate, its distribution is presented in Figure 14. It can be seen that there is a larger number of recreational facilities in area A. Compared Figure 14 with Figure 3 (c), it can be inferred that the high crime rate of felony assault in area A might be associated with the large Num_RF in the area. We also calculate the average number of recreational facilities in low/high rate CTs. Results are shown in Figure 15. It can be observed that the average Num_RF in high rate CTs is twice as much as that in low rate CTs. Combined Figure 14 and Figure 15, it can be concluded that the Num_RF might have a positive correlation with the crime rate.

Recreational facility refers to a building or place for leisure activities, such as parks, swimming pools, tennis courts, amusement rides and golf courses. These places are usually designed for people to hang out and get relaxed, and therefore they could also be a desired place for criminals to seek targets. Several studies have investigated the role of recreational facilities, such as parks, as crime inhibitors or...
generators [38]–[40]. Their results showed that neighborhood parks were associated with increased levels of crime. Thus, to reduce crime rate, security measurements should be strengthened around places with more recreational facilities. More surveillance cameras, field and walkway lightings should be installed and police officers should pay more attention to these places.

V. CONCLUSION

To conclude, this paper proposes a “big data” methodology framework for analyzing factors of crime rate. An integrated model combining gradient boost decision tree (GBDT), recursive feature elimination (RFE) and geographical information system (GIS) is used to filter, rank and analyze the important features. Effectiveness of the methodology is validated by a case study in New York City (NYC). Crime rate of felony assault at census-tract level is studied and multiple possible influential features are analyzed. Our results show that:

1) The Recursive Feature Elimination framework can effectively increase the machine learning performance 2.86%-10.09% for big data analysis.
2) Parameter optimization is an important step for implementing machine learning algorithms. In our experiment, this help increase 4.39% of the model performance.
3) Compared with Neural Networks and SVM, tree-based ensemble algorithms, such as RF and GBDT, have a higher tolerance on noise data during the learning process.
4) The integrated model based on RFE-GBDT yields the highest modeling accuracy in this study. Surpass other well-known machine learning algorithms like SVM, ANN and RF.
5) Features in the economic group has the largest group effect on the crime rates of felony assault in NYC.
6) Five kinds of features are found to be the most important factors of crime rate of felony assault. They are marital, Black or African American, economic, education and place of interest.
7) For areas concentrated with high crime rate census tracts, possible reasons are explained and practical suggestions are proposed for local government based on the influential features.
8) Our methodology framework has a strong ability of generalization. It not only shows great performance in the case study in this paper, but also can be applied to other cities/countries to study other types of crimes.

Based on this paper, the future study could focus on (1) field-testing the relationships between the crime rate and the uncovered features to explore more practical suggestions for the local government, (2) applying our model at city/country scale to investigate more macro level influential features.
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