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\begin{abstract}
The CIE (International Commission on Illuminance) Standard Skies depicts the typical diffuse luminance and radiancy distributions over the sky dome. However, it can be challenging to interpret the luminance and radiancy distributions into the irradiances and illuminances on tilt planes by numerical integrations. This paper proposes a surrogate model that determines the ratio of the diffuse irradiance on an arbitrary tilt plane to that on the unobstructed horizontal plane without the complicated and time-consuming numerical integrations. The model is determined using solar altitude, sky conditions, and the angular distance of the plane (surface normal) and the sun. The proposed model is validated by measurement of the vertical illuminances and irradiances that are taken in 2004 and 2005, and the irradiance on planes of different tilt angles and azimuth directions from February to May in 2015. All measurements were in the 10-minute interval. For vertical planes, the proposed approach gives the ratio of the root mean square errors to the measurement averages 1.38\% to 2.04\% lower than a classical model for irradiance and 3.6\% to 4.6\% for illuminance, when the Skies can be accurately identified. The model thus accurately interprets the luminance and radiancy distributions of the CIE Standard Skies, which can be essential to a fast study for the solar energy potential as well as the thermal and daylight environments under different sky conditions.
\end{abstract}

\section{1. Introduction}

Solar radiation and daylight data are essential to the architects and engineers for energy saving and the designs of visual comfort and green building (Costanzo et al., 2018; Li et al., 2019b; Sudan and Tiwari, 2016). The solar energy on a building envelope may impose significant heat gain, while, on the other hand, this same energy can be harvested by photovoltaic (PV) panels (Luo et al., 2018). Recently, many PV panels were installed at high tilt angles or even vertically on building facades for more energy gain (Ghazali et al., 2017; Lee et al., 2017). The placements are different from the conventional horizontal installations, and it is essential to estimate the solar irradiance on PV panels of different tilt angles (Ben Othman et al., 2018). The daylighting has been proven to be effective in saving the artificial lighting energy and reducing its cooling load (Chi et al., 2018; Shishegar and Boubekri, 2017). The solar radiation and daylight data on or through the vertical and tilted building envelope are thus important to the low energy building studies (Lou et al., 2016). Conventionally, the irradiance (W/m\textsuperscript{2}) and illuminance (lux) data are usually measured on horizontal planes as the routine task of weather stations or research institutes (Fan et al., 2019). However, there is a high demand for models that can accurately estimate the data in arbitrary directions using historical data records.

The solar radiation and daylight consist of the direct and diffuse components (Lou et al., 2016; Tian et al., 2018). The direct part is from the sun, and transfers in a single direction that is defined by the solar altitude and azimuth angles. The diffuse part is from the sky that varies in different directions, which can be affected by the sun position, the ground, and the weather (Li et al., 2019a; Lou et al., 2019b, 2017). The early-stage studies assumed uniform (Liu and Jordan, 1963) or azimuthal homogeneous (Moon and Spencer, 1942) sky radiances (W/(m\textsuperscript{2})sr).
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>Full-spectrum irradiance $\text{W/m}^2$</td>
</tr>
<tr>
<td>$I$</td>
<td>Visible illuminance lux</td>
</tr>
<tr>
<td>$R$</td>
<td>Sky radiance or luminance $\text{W/(m}^2\text{sr)}$ or lux/sr</td>
</tr>
<tr>
<td>$R_z$</td>
<td>Sky radiance or luminance of the sky zenith point</td>
</tr>
<tr>
<td>$R_{\alpha\phi}$</td>
<td>Sky radiance or luminance of the sky element in $\alpha$ and $\phi$</td>
</tr>
<tr>
<td>$R^2$</td>
<td>Coefficient of determination, percentage of the output variations that can be determined by the model</td>
</tr>
<tr>
<td>$Z$</td>
<td>Zenith angle of an arbitrary sky element</td>
</tr>
<tr>
<td>$Z_\beta$</td>
<td>Zenith angle of the sun</td>
</tr>
<tr>
<td>$t_x$</td>
<td>The reflectance of the ground</td>
</tr>
<tr>
<td>$x$</td>
<td>The input variable of the artificial neural network</td>
</tr>
<tr>
<td>$z$</td>
<td>The output of the hidden neural of the artificial neural network</td>
</tr>
</tbody>
</table>

### Abbreviations

- **ANN**: Artificial neural network
- **CIE**: International Commission of Illumination
- **CTree**: Classification algorithm or model
- **ISC**: Inclined sky component, the ratio of the diffuse irradiance (or illuminance) on inclined planes to that on horizontal planes under the same sky radiance (or luminance) distribution
- **RMSE**: Root mean square error
- **VSC**: Vertical sky component, the ratio of the diffuse irradiance (or illuminance) on vertical planes to that on horizontal planes under the same sky radiance (or luminance) distribution
- **%RMSE**: The ratio of RMSE to the measurement average

### Greek letters

- $\alpha$: Altitude angle of an arbitrary sky element
- $\beta$: The tilt angle of the plane under consideration
- $\phi$: The azimuth angle of an arbitrary sky element
- $\phi_s$: The azimuth angle of the sun
- $\phi_N$: The azimuth angle of the plane direction
- $\chi$: Scattering angle, the angular of an arbitrary sky element to the sun
- $\chi_{\text{ref}}$: Reference scattering angle, the angle of the sky element in the $\phi_N$ direction to the sun
- $\sigma$: The incidence angle of an arbitrary sky element to the plane under consideration
- $\sigma_s$: The incidence angle of the sun to the plane under consideration

### Subscripts for $E$ and $I$

- $B$: The direct beam (irradiance or illuminance) on the ground level
- $D$: The diffuse (irradiance or illuminance) on the ground level
- $G$: The global (irradiance or illuminance) on the ground level
- $H$: (irradiance or illuminance) on a horizontal plane, as the first subscript of $E$ and $I$
- $N$: (irradiance or illuminance) in the transferring direction of the sunlight
- $V$: (irradiance or illuminance) on a vertical plane, as the first subscript of $E$ and $I$
- $\beta$: (irradiance or illuminance) on a plane tilt by an angle of $\beta$, as the first subscript of $E$ and $I$

---

The incidence angle of an arbitrary sky element to the plane under consideration ($\sigma$) and luminance (cd/m$^2$, i.e., lux/sr) distributions. This assumption, for simplicity, represents the overcast sky conditions that are usually regarded as the worst condition for daylighting. As a result, the daylight factor (Bournas and Dubois, 2019; Sudan et al., 2015) can be straightforward to indicate the daylight accessibility in different parts of the room according to the plan and fenestration layouts. However, the azimuthal homogeneity assumption was not accurate nor flexible enough for the daylight illuminance and solar irradiance estimations with the changing solar position (Mangione et al., 2018; Tregenza, 1980). Recently, the International Commission of Illumination (CIE) adopted 15 standard sky models that give the relative brightness of the sky luminance in any sky directions and conditions from overcast to partly cloudy and clear (CIE/ISO, 2003; Kittler and Darula, 2016). Though the Sky model was developed for daylight, it has been appropriately used in solving the full-spectrum radiation problems (i.e., the radiation distribution $=$ luminance distribution). An underlying assumption is that the luminance efficacy is identical in sky directions of different azimuth and altitude angles, which is supported by works on diffuse luminance efficacy (Robledo and Soler, 2001, 2003), and has been successfully used in studies on the vertical radiation (Alshaibani, 2011; Li et al., 2011). The CIE Standard Sky model has been proven to represent the worldwide sky conditions well (Lou et al., 2019b; Suárez-García et al., 2018), and can estimate the illuminance accurately (Kim and Kim, 2019; Yun and Kim, 2018).

However, the CIE Standard Skies determine the luminance (or radiance) distribution only, and the irradiance ($\text{W/m}^2$) and illuminance (lux) on a tilted plane should be determined by numerical integrations (Tregenza and Waters, 1983). The numerical integration can be difficult and time-consuming, because some sky elements can be obstructed, and the others can be of various incident angles on the plane of interest. In addition, the CIE standard sky models depict the ratio of the luminance or radiance in a sky direction to the zenith, yet the zenith data are not commonly measured. In this connection, it is expected that the interpretation of luminance and radiance distributions to the radiation and lux levels could be simplified. The zenith term can be cancelled out by the ratio of the diffuse irradiance and illuminance on the vertical (and tilt) plane to that on the unobstructed horizontal plane (Chen et al., 2019; Li et al., 2014). The ratios were named as the Vertical and Inclined Sky Components (VSC and ISC), which was determined according to the solar angles with respect to the facing directions of the plane. The indices are
essential to calculating the solar irradiance on tilt planes when the sky conditions are known (Li et al., 2013), or identifying the sky conditions if the irradiance on vertical planes is measured (Li et al., 2014). Previously, we determined the ISC indices for planes of several specific tilt angles (Li et al., 2016) only, while the model was not generalized for planes of arbitrary tilt angles for universal studies. Besides, the solar altitude angle ($\alpha_S$) that affects the VSC values were overlooked as noises (Li et al., 2015) for simple curve fittings, which, however, leads to uncertainties of the outcome accuracies.

As the further work of Li et al. (2016), this work develops an updated model that gives the VSC and ISC values of planes in an arbitrary tilt angle (including 90°, i.e. vertical) under the 15 CIE standard skies. Additionally, $\alpha_S$ is considered in the model as a factor that affects the VSC and ISC values. Firstly, the diffuse solar radiation and daylight on horizontal and inclined planes of different tilt angles are integrated by numerical integrations for accurate VSC and ISC values. The integration results are then correlated to the factors including the solar plane angles, and the CIE standard sky type by the artificial neural network (ANN). Here, the ANN replaces the numerical integration as a surrogate model, which is different from the black-box data-driven models (Dahmani et al., 2014; Notton et al., 2012) that avoid specifying the sky anisotropic radiance/luminance features. The ISC and VSC of Skies 1, 3 and 5 are determined by plane tilt angle only, and the correlations are expressed as simple equations. The resulting outcome diffuse irradiance and illuminance are validated by the measurements in different tilt angles and azimuthal directions. The findings and implications are discussed.

2. Methodology

The global irradiance and illuminance ($E_{GC}$) on an unobstructed tilt plane (by $\beta$ (rad)) consist of the direct ($E_{DB}$), diffuse ($E_{BD}$) and the ground reflected ($E_{BR}$) components, as given by Eq. (1). The direct component is from the solar disc and can be determined by Eq. (2). The reflected component can be assumed isotropic for engineering purposes and is given as Eq. (3). In the equations, $\sigma_S$ is the incidence angle of the direct sun that can be determined by Eq. (4). $\phi_S$ and $\phi_N$ are the azimuth angles of the sun and the plane, respectively. $r_S$ is the reflectance of the ground. $E_{NB}$ represents the beam irradiance or illuminance in the direction of the sun, and $E_{IEC}$ is the global irradiance or illuminance on the horizontal plane. $E_{NB}$ and $E_{IEC}$ are usually accessible by the routine measurements of typical weather stations. $E_{NB}$ may not be measured for some places, yet it can be estimated according to $E_{IEC}$ and the solar altitude angle $\alpha_S$. Without measurements, the illuminance can be determined by irradiance referring to extraterrestrial luminance efficacy of 97.6 to 98.2 lm/W (Darula et al., 2005), or via specific models that have been reviewed in reference (Li and Lou, 2018).

$$E_{GC} = E_{DB} + E_{BD} + E_{BR}$$
(1)

$$E_{DB} = E_{NB} \cos \sigma_S$$
(2)

$$E_{BR} = r_S E_{IEC} (1 - \cos \beta) / 2$$
(3)

$$\cos \sigma_S = \sin \alpha_S \cos \beta + \cos \alpha_S \sin \beta \cos (\phi_S - \phi_N)$$
(4)

The diffuse irradiance (and illuminance) is determined by the sky radiance (and luminance) that can be different in all the sky directions. For a tilted plane, a particular part of the sky is obstructed (by the plane itself), making no contribution to the irradiance (and illuminance) on the plane. In this connection, the contribution of the sky directions to the plane should be considered direction-by-direction. The irradiance and illuminance contributions of an infinitely small sky patch can be determined by Eq. (5). $R_{\Delta\theta}$ is the radiance and luminance of the sky element in an altitude $\alpha$ and an azimuth $\phi$. The second and third terms in the brackets are the incidence angle, and the solid angle of the sky element, respectively.

$$\delta E_{BD} = R_{\Delta\theta} (\cos \beta \sin \alpha + \sin \beta \cos \alpha \cos \phi) (\cos \alpha \cos \beta \sin \delta \phi)$$
(5)

Eq. (5) should be double integrated over the ranges of the sky altitude $\alpha$ and azimuth $\phi$ angles as given in Eq. (6). The lower and upper limits of $\alpha$ should be 0 and $\pi/2$, respectively. For $\beta$ lower than $\pi/2$ (90°), the limits of $\phi$ should be $\phi_N \pm \pi$, and the lower and upper limits of $\alpha$ should be $\alpha_D$ and $\pi/2$, respectively. $\alpha_D$ can be determined by $\phi$ according to Eq. (7). For $\beta = \pi/2$ (vertical planes), the upper and lower limits of $\phi$ should be $\phi_N \pm \pi/2$.

$$\delta E_{BD} = \int \int R_{\Delta\theta} (\cos \beta \sin \alpha \cos \alpha + \sin \beta \cos 2\alpha \cos \phi) \delta \alpha \delta \phi$$
(6)

$$\alpha_D = \max \left\{0, \tan^{-1} \left[ -\cos (\phi_N - \phi) \right] \right\} / \cot \beta$$
(7)

2.1. The radiance and luminance distributions of the CIE standard skies

The 15 CIE Standard Sky models depict the ratio between the radiance and luminance at an arbitrary sky point ($R_{\Delta\theta}$) to that at sky zenith ($R_B$) by Eq. (8). The CIE Skies were initially proposed for daylight luminance, yet have been used in many radiance studies with good performances. The equation is the product of the relative gradation $\psi(Z)/\psi(0)$ and indicatrix functions $f(\chi)/f(Z)$. $Z$ is the zenith angle of the sky point under evaluation, $Z = \pi/2 - \alpha$; $Z_s$ is the zenith angle of the sun; $a$, $b$, $c$, $d$, and $e$ are coefficients, and their values can be adjusted to depict the 15 CIE standard sky conditions from heavily overcast to clear. Eq. (9) gives the scattering angle $\chi$ (rad) that describes the shortest angular distance between the sky element and the solar disc; and $\phi_N$ in Eq. (9) is the azimuth angle of the sun.

The CIE Standard Skies can be determined by several approaches. The most comprehensive approach is to measure the luminance of many (145 in the current study) sky directions. The 15 theoretical CIE Standard Sky models should be compared to the luminance measurements, which selects the model that best described the reality (Tregenza, 2004). Fig. 1 gives the general features of the 15 CIE standard skies, and their occurrence frequency according to our previous studies by the sky scanner EKO-301LR from 2004 to 2005 (Lou et al., 2019b). For simplicity, the radiance distribution was determined by the luminance with the underlying assumption of the same luminance efficacy in all the sky directions. The figure describes high occurrences of overcast sky 1, partly cloudy sky 8, and clear sky 13 for the local subtropical climate, which is similar to the other local (Ng et al., 2007), and overseas studies in the tropical climate (Witkopp and Soon, 2007). Additionally, we developed an empirical Classification Tree that estimates the overcast, partly cloudy and clear skies using the horizontal global irradiance and illuminance data (Lou et al., 2017). These variables should be more readily accessible than luminance distribution that is difficult to measure in the long run. The sky conditions of 2015, for the validation of the tilt planes, were estimated by this approach only, since the luminance distributions were not measured then.

$$\frac{R_{\Delta\theta}}{R_B} = \frac{\psi(Z)f(\chi)}{\psi(0)f(Z)} = 1 + a \exp \left( b / \cos Z \right) / \left[ 1 + \cos \left( d / Z \right) + e \cos 2\chi \right] \times \left[ 1 + \cos \left( d / Z_s \right) + e \cos 2\chi \right]$$
(8)

$$\chi = \arccos \left( \cos Z_s \cdot \cos Z + \sin Z_s \cdot \sin Z \cdot \cos (\phi - \phi_N) \right)$$
(9)
Fig. 1. The occurrence frequency of ISO/CIE Standard Skies of Hong Kong, based on the data from 2004 to 2005 (Lou et al., 2019b).

Table 1 Minimum and maximum of the ANN inputs and output for ISC.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Sky 1</th>
<th>Sky 3</th>
<th>Sky 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>1.074</td>
<td>1.161</td>
<td>1.383</td>
</tr>
<tr>
<td>$c_2$</td>
<td>−0.01872</td>
<td>−0.008727</td>
<td>0.002739</td>
</tr>
<tr>
<td>$c_3$</td>
<td>1.711</td>
<td>1.962</td>
<td>2.339</td>
</tr>
<tr>
<td>$c_4$</td>
<td>−0.0733</td>
<td>−0.1602</td>
<td>−0.3827</td>
</tr>
</tbody>
</table>

2.2. Inclined sky component by the surrogate model

It can be challenging to integrate the radiance and luminance distributions over the sky altitude and azimuth angles analytically. The numerical integrations were possible, while the architects and engineers may not be fully familiar with it. Additionally, the outcomes can be related to the zenith radiance or luminance that are not available from the measurements of common weather stations. In this connection, the inclined sky component (ISC) is defined to cancel out the zenith values, and for engineering uses. The ISC is the ratio of the diffuse irradiance or illuminance on the plane tilted by $\beta$ to that on the unobstructed horizontal plane ($E_{\beta D}/E_{HD}$).

Fig. 2 gives the ISC values of the planes tilted by 0 to $\frac{\pi}{2}$ under CIE standard Skies 1, 3, and 5 that are determined by numerical integrations. The ISC of Sky 1, 3, and 5 were determined by the tilt angle $\beta$ only because the radiances distributions are homogeneous in all azimuthal directions. The ISC was around 1 for $\beta$ lower than $\frac{\pi}{12}$ ($15^\circ$), indicating the horizontal and tilt irradiance and illuminance were similar for planes of low $\beta$. Then the ISC reduced gradually for $\beta$ lower than $\frac{\pi}{4}$ ($45^\circ$), yet it was still higher than 0.79. Finally, the ISC reduced notably to around 0.35 to 0.41 when $\beta$ increased from $\frac{\pi}{4}$ ($45^\circ$) to $\frac{\pi}{2}$ ($90^\circ$), indicating the $E_{\beta D}$ can be greatly lower than the $E_{HD}$ due to a high tilt angle $\beta$. ISC of Sky 1 reduced more significantly compared to the uniform sky 5, which is because the low latitude sky regions were darker than the sky zenith. The sky elements around the horizon were around one-third of that on the sky zenith for Sky 1, and the maximum ISC difference between Skies 1 and 5 for $\beta = \frac{\pi}{2}$ was around 0.12. In this connection, $E_{\beta D}$ on vertical planes tends to be lower than half of $E_{HD}$ under the overcast skies, considering the Sky 1 tends to be the frequent overcast sky in many places of the world (Luo et al., 2014; Ng et al., 2007; Suárez-García et al., 2018; Tregenza, 2004; Wittkopf and Soon, 2007). Estimating $E_{\beta D}$ by a uniform assumption leads to a maximum error as high as 0.12/0.379 = 31.7% for vertical planes in overcast conditions. The curves in Fig. 2 can be approximated by Eq. (10) ($R^2 = 1$), where the coefficients are given by Table 1.

$$\text{ISC} = c_1 \exp \left\{ - \left[ (x - c_2) / c_3 \right]^2 \right\} + c_4 \quad (10)$$

For skies with circumsolar brightening, the ISC should be determined by the solar position referring to the plane, and the solar altitude angle as well as $\beta$. The reference scattering angle ($\chi_{ref}$) is defined to describe the solar position with respect to the plane. $\chi_{ref}$ is the shortest angular distance between the solar disc and the sky element with the azimuth angle of the plane $\phi_N$ at zero altitude, as given in Fig. 3. The ISC values of Sky 8 for planes with tilt angles of $\frac{\pi}{2}$ ($90^\circ$), $\frac{\pi}{4}$ ($45^\circ$), and $\frac{\pi}{6}$ ($30^\circ$) are given in Fig. 4. Sky 8 was the most frequent one in Hong Kong given by the 2004 and 2005 measurements in Fig. 1. For all $\beta$ and $\alpha_S$, the ISC values peaked at $\chi_{ref}$ lower than $\frac{\pi}{6}$ and reduced to their minimums at $\chi_{ref}$ higher than $\frac{\pi}{2}$. This shows the ISC was highest for the sun-facing planes, and $E_{\beta D}$ can be higher than $E_{HD}$ for the cases of low $\chi_{ref}$ and low $\beta$ angles. In addition, the figure indicates that, for Sky 8, the ISC of planes with low $\beta$ was, in general, higher than those
Fig. 4. The ISC of CIE partly cloudy Sky 8 for planes of different tilt angles.

Fig. 5. The ISC of CIE clear Sky 13 for planes of different tilt angles.

with a high $\beta$, regardless of the scattering angles. The peak ISC, however, was around 1.05, 1.3 and 1.26 for planes tilt by $\pi/2$, $\pi/4$, and $\pi/6$, respectively. This indicates that the peak ISC levelled off when $\beta$ increased from $\pi/6$ to $\pi/4$ yet reduced slightly for $\beta$ increased further. For the sun-shaded planes with $\chi_{\text{ref}}$ higher than $\pi/2$, on the other hand, the ISC can be lower than 1, indicating the $E_{\text{sh}}$ is lower than $E_{\text{sd}}$. The minimum ISC was around 0.227 to 0.367 for vertical planes, which was comparable to the overcast Sky 1. This indicates the sun-shaded planes under partly cloudy skies can access less daylight and radiation than the overcast skies that were regarded as the literately worst condition. The solar altitude, in addition, leads to uncertainties of the ISC for a given $\chi_{\text{ref}}$ and $\beta$, especially for the vertical planes. For vertical planes with $\chi_{\text{ref}} = 2\pi/3$ ($60^\circ$), for example, the ISC of $\alpha_S = \pi/9$ was 0.111 higher than that of $\alpha_S = \pi/3$, and the difference accounted for 36% of the case with $\alpha_S = \pi/3$ (ISC = 0.31). In this connection, the ISC of the 15 CIE standard skies should be determined by $\alpha_S$, $\chi_{\text{ref}}$, and $\beta$.

Fig. 5 illustrates the ISC of Sky 13 for planes tilt by $\pi/2$, $\pi/4$ and $\pi/6$, and this represents the most frequent clear sky given by the data of Hong Kong from 2004 to 2005 in Fig. 1. For Sky 13, the trends of ISC curves for different $\chi_{\text{ref}}$ values were similar to that of Sky 8 given in Fig. 4. The ISC of $\chi_{\text{ref}} < \pi/2$ under the clear Sky 13 increased consistently when $\beta$ increased from $\pi/6$
to \(\pi/2\). The peak ISC values of different tilt angles, however, were similar for all cases under evaluation, which were higher than 1.6, and the corresponding \(X_{ref}\) were lower than \(\pi/6\). This value was higher than the partly cloudy Sky 8, because of the more distinct sun corona of the clear sky compared to the partly cloudy one. This explains the more significant differences of the ISC values of the sun-facing (e.g., \(X_{ref} < \pi/6\)) against the sun-shaded cases (e.g., \(X_{ref} > 5\pi/6\) (150°)) for Sky 13 compared to that of the partly cloudy Sky 8 in Fig. 4. For planes tilt by \(\pi/2\) under Sky 13, the ISC uncertainties due to \(\alpha_s\) were significant for the sun-facing cases when \(X_{ref}\) was less than \(\pi/2\). For vertical planes (\(\beta = \pi/2\)), the ISC of \(\alpha_s = \pi/3\) was 0.72 at \(X_{ref} = \pi/3\), which was 0.3 lower than that of \(\alpha_s = \pi/9\) (20°). The ISC uncertainty due to \(\alpha_s\), however, was less significant for planes tilt by \(\pi/4\) or less, especially for the sun-shaded cases with \(X_{ref} < \pi/2\). Similar trends of the ISC at different \(X_{ref}\) were found for the other CIE Sky conditions.

### 2.3. Surrogate model for the numerical integration

The findings of the numerical integration, as presented in the last section, indicate that the ISC can be determined by \(X_{ref}\), \(\beta\), and \(\alpha_s\). However, the integration can be difficult, and it is thus expected to develop a surrogate model for fast calculations to solve engineering problems. Previously, the uncertainties of ISC due to \(\alpha_s\) were regarded as noises, and the ISC of different \(\alpha_s\) values were smoothed by \(X_{ref}\), which may lead to errors, especially for vertical planes as given in Figs. 4(a) and 5(a). In this connection, the artificial neural network (ANN) was used as a surrogate model of numerical integration, which correlated the ISC with the variables \(X_{ref}\), \(\beta\), and \(\alpha_s\). The ANN was developed according to the results of ISC that is numerically integrated by the ‘integral2’ function of MATLAB. \(\beta\) and \(\alpha_s\) were set as 0, \(\pi/36\) (5°), \(\pi/18\) (10°), . . . , \(\pi/2\) (90°), and \(\phi_0\) was set as 0, \(\pi/18\) (10°), \(\pi/9\) (20°), . . . , \(2\pi\) (360°) for the CIE standard Skies excluding Skies 1, 3 and 5, which gives 160,284 sets of integration outcomes for the ANN correlations. The Skies 1, 3 and 5 were excluded because their ISC was determined by \(\beta\) only.

The neural network consisted of the input, hidden and output layers, as given in Fig. 6. The input variables should be mapped to the range from \(-1\) to \(1\) by Eq. (11). Similarly, the output of the ANN ranges from \(-1\) to \(1\), and should be converted to the ISC values by Eq. (12). \(X_{ref}\) is the value of the \(j\)th input variable, and \(x_{max}\) and \(x_{min}\) are the maximum and minimum values of it. Similarly, \(ISC_{max}\) and \(ISC_{min}\) are the maximum and minimum of the ISC values, \(x_i\) and \(y\) are the normalized \(j\)th input and output variables, respectively. Table 2 gives the maximum and minimum values of the input and output variables. The calculations of the hidden and output layers are given by Eqs. (13) and (14), respectively. \(w_{ij}\) and \(b_i\) are the weight and bias of variable \(x_i\) and the bias of the \(i\)th hidden neuron in the hidden layer. \(w_i\) and \(b^\prime\) are the weight and bias of the \(i\)th hidden neuron output in the output layer, respectively.

### 3. Model validation and discussion

The model is validated by two groups of data that were acquired in different periods. The first group was the solar irradiance and daylight illuminance on the vertical planes facing the four cardinal directions from January of 2004 to December of 2005. The second group was the irradiance on tilt planes (30°, 45°, 60°) facing the various azimuthal directions (north 0°, northeast 45°, . . . , south 15°) from the end of February to the end of May of 2015. In the model, the horizontal global and diffuse irradiance were taken at the same time as the vertical and tilt

### Table 2

Minimum and maximum of the ANN inputs and output for ISC.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1) (Sky type)</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>(x_2) ((X_{ref}))</td>
<td>0</td>
<td>(\pi/2)</td>
</tr>
<tr>
<td>(x_3) ((\alpha_s))</td>
<td>0</td>
<td>(\pi/2)</td>
</tr>
<tr>
<td>(x_4) ((\beta))</td>
<td>0</td>
<td>(\pi/2)</td>
</tr>
<tr>
<td>ISC</td>
<td>0.2274</td>
<td>2.7071</td>
</tr>
</tbody>
</table>

#### Fig. 6. The Artificial Neural Network of the ISC estimation.

#### Fig. 7. Coefficient of determination \(R^2\) for ANN with different hidden neurons.
measurements. All data were in a 10-minute interval, and were recorded on the rooftop of a building in the City University of Hong Kong (22.3N, 114.2E). The irradiance was measured by Kipp & Zonen CM11 thermopile pyranometer of the secondary accuracy level. The illuminance was measured by the silicon lux metre MINOLTA T-10M. For the period from 2004 to 2005, the sky luminance was measured using the EKO MS-301LR sky scanner. The data quality was evaluated referring to the criteria of a CIE Guide of data measurement (CIE, 1994). It was inevitable that there may be some erroneous data though great care was taken to keep the data in good quality. Table 3 summaries the number of accepted samples in each quality control level. Level 0 shows the quantity of the data when the sun is above the horizon according to the solar altitude \( \alpha \). Level 1 removes the data samples if their global horizontal solar irradiance \( E_{HG} \) and daylight illuminance \( I_{HG} \) were extremely low, which should not be the focus of many renewable energy studies. The 2000 lux lower limit of daylight was determined by the 20 W/m\(^2\) of radiation using a basic luminance efficacy simplification of 100 lm/W, referring to Darula et al. (2005). Level 2 removes the datasets that were out of their usual ranges according to the extraterrestrial horizontal irradiance \( E_{HG} \) and illuminance \( I_{HG} \) and the relationship between horizontal global and diffuse irradiance. The subscript \( H \) suggests that the data were measured on horizontal planes, \( G \) means global, and \( D \) means diffuse. The irradiance samples accepted at Level 2 were about 2400 more than the illuminance measurements. Level 3 rejects the datasets because the sky scanner was not functioning properly, and the CIE Sky type cannot be properly classified by the luminance distributions. Around 3300 radiation and 2000 daylight samples were removed in Level 3. Level 4 excludes the cases when the global illuminance or irradiance on either of the four cardinal directions was too low to be the focus, which excluded around 3100 to 3600 radiation data samples and 1300 to 1700 daylight samples. Level 5 removes the cases with vertical diffuse \( E_{VD} < 0 \), which is affected by the ground reflectance \( r_g \). However, \( r_g \) was of uncertainty, and was set as 0.12, 0.14, ... , 0.24 for the performance evaluations that lead to different \( E_{VD} \). The quantities of the accepted data for \( r_g = 0.16 \) and 0.26 were given as examples, which was similar to each other. Level 6 removes the datasets that were far from the estimation of the classical Perez 1990 model (Perez et al., 1990), which was probably due to the malfunction of the system, and usually extended for one or two days. Finally, there were around 35,500 to 36,800 radiation and daylight datasets on the vertical planes accepted for analysis. The accuracies of the surrogate model were, firstly, evaluated by estimating the irradiance on vertical planes facing the four cardinal directions. For vertical planes, the part of the visible skydome and the incidence angles of sky elements are most different from the horizontal planes among all tilt angles ranging from 0 to \( \pi / 2 \). The diffuse component on vertical planes, in this connection, should be most difficult to estimate by the horizontal data, and most representative for planes of tilt angles lower than \( \pi / 2 \). The accuracy is determined by \( R^2 \) (cf. Eq. (15)), the root mean square error (RMSE) as given by Eq. (16), and the ratio of RMSE to the average of the measurement (%RMSE). \( R^2 \) and %RMSE refer the error to the divergence and the average of the measurement, respectively, which has been used in many previous works (Lou et al., 2019a,b; Sudan et al., 2017). Fig. 8 demonstrates the %RMSE of the vertical solar irradiance by different approaches and different \( r_g \) settings. The 15 CIE Standard Skies were either determined by the luminance distribution that was measured by the sky scanner (Scan) from 2004 to 2005, or by the empirical Classification Tree (CTree) of our previous work using the readily accessible horizontal global and diffuse only (in 2015). ‘Scan’ and ‘CTree’, respectively, represent the sky conditions that are determined by a cost-demanding yet accurate approach, and an approach that demands the least input but is less accurate. The results are compared to the accuracy of the ‘Classical’ model (Perez et al., 1990) that is used in many engineering simulation tools.

\[
R^2 = 1 - \frac{\sum_{i=1,2,...}^{N} (\text{SurrogateModel}_{i} - \text{NumericIntegration}_{i})^2}{\sum_{i=1,2,...}^{N} (\text{NumericIntegration}_{i} - (\sum_{i=1}^{N} \text{NumericIntegration}_{i}) / N)^2} \quad (15)
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1,2,...}^{N} (\text{Estimate}_{i} - \text{Measure}_{i})^2}{N}} \quad (16)
\]
According to Fig. 8, $r_g$ for irradiance should be around 0.16 for its low %RMSE. The %RMSEs of the proposed ISC model were 1.38% to 2.04% lower than the classical model for the north, east, and west-facing vertical pyranometers when the sky condition is determined by the luminance distribution. For south-facing planes, however, the %RMSEs of the two models were comparable, and the difference was 0.24% for the ground reflectance of 0.16. This was probably because of the strong direct irradiance on the south-facing plane. When the sky condition is determined by the CTree, the %RMSEs of the proposed approach were lower than the classical model for the north direction, while were similar for the other directions. This shows the model accuracy relies on the properly determined conditions of the CIE Standard Skies.

Fig. 9 presents the accuracies of the ISC model for the illuminance on the vertically installed lux metre in the four cardinal directions. According to the figure, the $r_g$ of daylight illuminance should be around 0.24 for its low %RMSE, which was higher than that of the full-spectrum radiation. With an $r_g$ of 0.24, the %RMSEs of the proposed ISC model were 4.61% lower than the classical model (Perez et al., 1990) for the vertical illuminance on the east direction, and around 3.6% to 3.8% for the other directions if the sky condition is determined by the luminance distribution. The difference was more significant than the irradiance, probably because the CIE Sky conditions were determined by the luminance instead of the radiance distribution. When the CIE Standard Sky is determined by the CTree, however, the %RMSE of the ISC approach was lower than the classical model in the north and east directions only. The error of the CTree case was probably because the input for the sky identifications was irradiance instead of illuminance. The findings implicate that the proposed ISC model can be more accurate than the classical model for the vertical illuminance and irradiance, as long as the Sky conditions can be correctly identified.

Additionally, Table 4 summarizes the ISC model performance that is evaluated by different error indices, including the RMSE and $R^2$ with the optimized $r_g$. The results were in good agreement...
with the %RMSE analysis in Figs. 8 and 9. The RMSE in the north direction was 2.3 W/m² and 0.51 klux lower than that by the classical model for irradiance and illuminance, respectively. \( R^2 \) of the proposed approach suggests the proposed model explained 2.6% and 4.4% more data variations in north direction than the classical model. The CIE Standard Skies, weather determined by the luminance distribution or CTree, give similar \( R^2 \) and RMSE for the irradiance and illuminance in the north direction that is determined predominantly by the anisotropic diffuse sky as the focus of the current study.

For other directions, however, the \( R^2 \) of irradiance was similar (differences less than 0.005) for all approaches, though the RMSE of the proposed approach (by luminance distribution) was 0.5 to 2.8 W/m² higher than the classical one when the CIE Skies were accessible. For illuminance, \( R^2 \) of the proposed approach (by luminance distribution) explained 1.7% to 2% more variations than the classical model, and the corresponding RMSEs of the proposed approach were 0.83 to 0.91 klux lower than the classical model. The results suggest multiple error indices should be considered for the error analysis. The performance of the sky conditions determined by CTree, however, was comparable to the classical model, as shown by the differences of \( R^2 \) lower than 0.001 for irradiance, and 0.008 for illuminance. The lower accuracies of CTree compared to the luminance distributions were because of the CIE Standard Skies were not accurately identified, which infers the importance of the Sky identification. Nonetheless, the results suggest that the surrogate model interpreted the diffuse luminance and radiance distributions of the CIE Standard Skies as the illuminance and irradiance correctly.

Further to the irradiance and illuminance on vertical planes, the proposed model was validated by the irradiance on the tilt planes, and the accuracy indices were determined by the measurements from February 27 to May 31, 2015. The CIE Standard Skies of the period were determined by the CTree (Lou et al., 2017) since the sky scanner was out of service. The CTree saves the measurement cost, yet leads to a few uncertainties in identifying the Sky conditions. The pyranometers were facing different azimuth directions and in different tilt angles, and the data were recorded and averaged every 10 min. Table 5 specifies the quantity of the accepted data for sensors in different directions, referring to the CIE Guide (CIE, 1994). Less than half of the data were accepted in Level 2 due to the difficulty in measuring \( E_{MD} \) by the shadow ring that needs to be adjusted frequently. In addition, a few datasets were removed in Levels 4 and 5, which were different for the measurements in different directions. The \( r_2 \) was set as 0.16, according to the results of Fig. 9.

Table 6 gives the RMSE, %RMSE, and \( R^2 \) of the proposed and the classical (Perez et al., 1990) approaches in estimating the global irradiance on the tilt plane. The RMSEs suggest the proposed approach was more accurate than the classical model for the \( \pi/6 \)-NW (tilt by \( \pi/6 \), facing northwest), \( \pi/4 \)-S, and \( \pi/4 \)-W, and \( \pi/4 \)-SW directions with a difference of 1.8 to 2.7 W/m². The RMSEs of the planes account for 0.5% to 0.6% of the measurement average, and the \( R^2 \) results suggest the proposed approach interpreted 0.4% to 0.7% of the data variations. For planes of other tilt angles, the %RMSE differences of the two approaches were lower than 0.3%, and the differences of \( R^2 \) were lower than 0.003. Both approaches were more accurate for planes tilted by \( \pi/3 \) than those tilt by \( \pi/3 \), which was probably because the irradiance on a low-tilt-plane should be closer to that on the horizontal surface \( (E_{HC}) \) as the input. The current CTree gives a rough sky identification using the basic solar radiation measurements. The proposed approach can be more accurate if the CIE Standard Skies are identified more accurately using the more sophisticated data (e.g., vertical irradiance or illuminance).

### 4. Conclusion

An approach was proposed to surrogate the numerical integration of the luminance and radiance under the 15 CIE Standard Skies for the irradiance and illuminance on tilt planes. The inclined sky component (ISC) was defined as the ratio of the diffuse irradiance or illuminance on tilt planes to that on an unobstructed horizontal plane under the same sky radiance and luminance distributions. This study correlates the ISC of numerical integrations to variables including the type of the CIE Standard Skies, \( \chi_{ref} \), \( \alpha_5 \), and the plane tilt angle \( \beta \) by the neural network for a fast evaluation of the irradiance and illuminance on tilt PV panels and building envelopes. Validations by the 10-minute data show that the %RMSE of the proposed approach was 1.38% to 2.04% lower than a classical model for irradiance, and 3.6% to 4.6% lower for illuminance on the vertical planes facing most of the four cardinal directions. For planes tilted by \( \pi/3 \) (60°), \( \pi/4 \) (45°), and \( \pi/6 \) (30°), the RMSEs of the proposed model were 1.8 to 2.7 W/m² lower than the classical approach in several directions and were comparable for the others. The results suggest that the proposed model was reliable in evaluating the irradiance and illuminance on tilt planes (\( \chi/2 \)), which is essential for solar energy and daylighting studies.

A major limitation of the work is that the accuracy of the model relies on the appropriate identification of the CIE Standard Skies. The Sky conditions identified by routine measurements of weather stations would lead to extra errors compared to the Skies that are identified by the comprehensive luminance scan. The needs of accurate Sky identifications can lead to burdens in data measurements, and the approaches by routine horizontal measurements should be developed further. Additionally, the current study is limited to unobstructed environments only. Since the CIE Standard Skies specify the radiance and luminance in all the sky directions, the future study should evaluate the radiation and daylight potential in environments when the skylume in obstructed by the surrounding environment.
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Table 5
Numbers of the accepted measurement samples for the data of the tilt planes (2015).

<table>
<thead>
<tr>
<th>Tests</th>
<th>Criteria</th>
<th>Irradiance data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 0</td>
<td>$\alpha_s &gt; 0$</td>
<td>7,004</td>
</tr>
<tr>
<td>Level 1</td>
<td>$\alpha_s &gt; 4^\circ$</td>
<td>6,206</td>
</tr>
<tr>
<td>Level 2</td>
<td>$0 &lt; E_{HC} &lt; E_{HL}$</td>
<td>2,653</td>
</tr>
<tr>
<td></td>
<td>$0 &lt; (E_{HC} - 0.8E_{HL}) &lt; E_{HL}$</td>
<td>2,653</td>
</tr>
<tr>
<td></td>
<td>$E_{HL} &lt; 1.1E_{HC}$</td>
<td>2,653</td>
</tr>
</tbody>
</table>

Table 6
Accuracy indices of the irradiance on planes with different tilt and azimuthal angles.

<table>
<thead>
<tr>
<th>Error indices</th>
<th>Approaches</th>
<th>$\pi/6$, NE</th>
<th>$\pi/6$, SE</th>
<th>$\pi/6$, SW</th>
<th>$\pi/6$, NW</th>
<th>$\pi/6$, N</th>
<th>$\pi/4$, E</th>
<th>$\pi/4$, S</th>
<th>$\pi/4$, W</th>
<th>$\pi/3$, NE</th>
<th>$\pi/3$, SE</th>
<th>$\pi/3$, SW</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE ($W/m^2$)</td>
<td>Classical</td>
<td>16.7</td>
<td>67.6</td>
<td>67.2</td>
<td>64.2</td>
<td>45.8</td>
<td>74.2</td>
<td>56.2</td>
<td>65.4</td>
<td>61.4</td>
<td>59.2</td>
<td>58.6</td>
</tr>
<tr>
<td>%RMSE (%)</td>
<td>CTree</td>
<td>62.4</td>
<td>67.8</td>
<td>67</td>
<td>61.6</td>
<td>46.9</td>
<td>73.1</td>
<td>54</td>
<td>62.7</td>
<td>61.4</td>
<td>58.6</td>
<td>56.8</td>
</tr>
<tr>
<td>$R^2$</td>
<td>Classical</td>
<td>0.942</td>
<td>0.944</td>
<td>0.942</td>
<td>0.915</td>
<td>0.934</td>
<td>0.931</td>
<td>0.939</td>
<td>0.934</td>
<td>0.91</td>
<td>0.938</td>
<td>0.935</td>
</tr>
<tr>
<td></td>
<td>CTree</td>
<td>0.94</td>
<td>0.944</td>
<td>0.942</td>
<td>0.922</td>
<td>0.931</td>
<td>0.933</td>
<td>0.944</td>
<td>0.939</td>
<td>0.91</td>
<td>0.939</td>
<td>0.939</td>
</tr>
</tbody>
</table>

Table A.1
The weight and bias of the artificial neural network estimating the ISC.

<table>
<thead>
<tr>
<th>Hidden neuron</th>
<th>$w_{1,1}$ (Sky)</th>
<th>$w_{1,2}$ ($\text{deg}$)</th>
<th>$w_{1,3}$ ($\alpha_s$)</th>
<th>$w_{4,1}$ ($\beta$)</th>
<th>$b_1$</th>
<th>$w_1$</th>
<th>$b_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuron 1</td>
<td>-1.545</td>
<td>1.232</td>
<td>0.274</td>
<td>-0.112</td>
<td>3.544</td>
<td>-11.562</td>
<td>-4.453</td>
</tr>
<tr>
<td>Neuron 2</td>
<td>0.867</td>
<td>0.938</td>
<td>-0.177</td>
<td>-0.875</td>
<td>-3.711</td>
<td>7.617</td>
<td></td>
</tr>
<tr>
<td>Neuron 3</td>
<td>1</td>
<td>1.635</td>
<td>-0.218</td>
<td>-0.591</td>
<td>-3.957</td>
<td>-2.147</td>
<td></td>
</tr>
<tr>
<td>Neuron 4</td>
<td>0.094</td>
<td>-0.546</td>
<td>-0.093</td>
<td>-0.637</td>
<td>0.454</td>
<td>0.702</td>
<td></td>
</tr>
<tr>
<td>Neuron 5</td>
<td>-0.681</td>
<td>0.588</td>
<td>0.172</td>
<td>0.154</td>
<td>2.01</td>
<td>19.357</td>
<td></td>
</tr>
<tr>
<td>Neuron 6</td>
<td>-2.911</td>
<td>-0.231</td>
<td>-0.035</td>
<td>-0.092</td>
<td>1.686</td>
<td>-5.52</td>
<td></td>
</tr>
<tr>
<td>Neuron 7</td>
<td>-4.998</td>
<td>-0.327</td>
<td>-0.046</td>
<td>-0.148</td>
<td>4.098</td>
<td>5.997</td>
<td></td>
</tr>
<tr>
<td>Neuron 8</td>
<td>5.875</td>
<td>0.337</td>
<td>0.039</td>
<td>0.167</td>
<td>-4.867</td>
<td>4.341</td>
<td></td>
</tr>
<tr>
<td>Neuron 9</td>
<td>0.848</td>
<td>-0.947</td>
<td>-0.173</td>
<td>-0.212</td>
<td>-1.714</td>
<td>5.144</td>
<td></td>
</tr>
<tr>
<td>Neuron 10</td>
<td>9.435</td>
<td>-1.291</td>
<td>-0.199</td>
<td>-0.539</td>
<td>0.097</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Neuron 11</td>
<td>-0.348</td>
<td>1.723</td>
<td>-0.051</td>
<td>0.527</td>
<td>0.805</td>
<td>-1.497</td>
<td></td>
</tr>
<tr>
<td>Neuron 12</td>
<td>10.067</td>
<td>-1.446</td>
<td>-0.239</td>
<td>-0.678</td>
<td>-0.086</td>
<td>-0.425</td>
<td></td>
</tr>
<tr>
<td>Neuron 13</td>
<td>-3.252</td>
<td>-0.306</td>
<td>-0.055</td>
<td>-0.107</td>
<td>1.626</td>
<td>3.821</td>
<td></td>
</tr>
<tr>
<td>Neuron 14</td>
<td>-0.036</td>
<td>1.127</td>
<td>-0.022</td>
<td>0.176</td>
<td>0.529</td>
<td>5.265</td>
<td></td>
</tr>
<tr>
<td>Neuron 15</td>
<td>0.089</td>
<td>-1.199</td>
<td>0.041</td>
<td>-0.282</td>
<td>-0.558</td>
<td>7.287</td>
<td></td>
</tr>
<tr>
<td>Neuron 16</td>
<td>0.217</td>
<td>0.712</td>
<td>1.482</td>
<td>-0.161</td>
<td>1.474</td>
<td>2.796</td>
<td></td>
</tr>
<tr>
<td>Neuron 17</td>
<td>-0.326</td>
<td>1.86</td>
<td>-0.124</td>
<td>0.681</td>
<td>-0.097</td>
<td>-0.474</td>
<td></td>
</tr>
<tr>
<td>Neuron 18</td>
<td>0.252</td>
<td>0.719</td>
<td>1.485</td>
<td>-0.142</td>
<td>1.507</td>
<td>2.748</td>
<td></td>
</tr>
<tr>
<td>Neuron 19</td>
<td>9.671</td>
<td>1.154</td>
<td>0.271</td>
<td>0.3</td>
<td>1.392</td>
<td>-0.084</td>
<td></td>
</tr>
<tr>
<td>Neuron 20</td>
<td>0.035</td>
<td>-0.166</td>
<td>0.284</td>
<td>-0.712</td>
<td>0.987</td>
<td>-2.4</td>
<td></td>
</tr>
<tr>
<td>Neuron 21</td>
<td>-0.102</td>
<td>0.006</td>
<td>-0.287</td>
<td>0.664</td>
<td>-1.007</td>
<td>-2.707</td>
<td></td>
</tr>
<tr>
<td>Neuron 22</td>
<td>1.439</td>
<td>-1.553</td>
<td>-0.077</td>
<td>0.331</td>
<td>-3.637</td>
<td>-6.347</td>
<td></td>
</tr>
</tbody>
</table>
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