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ABSTRACT

Active matter systems are driven out of equilibrium by the energy directly supplied at the level of constituent active particles that are self-
propelled. We consider a model for an active particle in a potential well, characterized by an active velocity with a constant magnitude
but a random orientation subject to white noises. We are interested in the escape of the active particle from the potential well in multiple-
dimensional space. We investigate two distinct optimal paths, namely, the shortest arrival-time path and the most probable path, by using
the analytical and numerical techniques from optimal control and rare event modeling. In particular, we elucidate the relationship between
these optimal paths and the reachable set using the Hamiltonian dynamics for the shortest arrival-time path and the geometric minimum
action method for the most probable path, respectively. Numerical results are presented by applying these techniques to a two-dimensional
double-well potential.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5140853

Active particles are capable of sustaining self-propelled random
motion by harnessing energy from the environment, and the mag-
nitude of the self-propelling force is usually a constant. When
an external potential is introduced, the escape dynamics from
the potential well shows novel features that are distinct from
those exhibited by the traditional gradient systems perturbed
by thermal noises. The methodologies for classical rare-event
research, which are based on the least action principle and the
Freidlin�Wentzell theory, are not sufficiently applicable and fea-
sible for the new model of active particle, due to the confining
effect of the finite constant magnitude of active velocity. Based
on this understanding, we first investigate the escape problem
by studying the reachable set via its connection to the classic
Zermelo’s navigation problem in optimal control. The escape
is statistically probable only if this reachable set outgrows the
boundary of the potential well. We then focus on the most proba-
ble path by developing the geometric minimum action method.
Our numerical results for the minimum action path show the
transition pathway, which is purely driven by the active motion

with its orientation subject to white noises. Varying the magni-
tude of the active force, our results reveal the quantitative effect
of the active force on the transition pathway for a double-well
potential in two dimensions.

I. INTRODUCTION

A. Background

Recently, the studies of active matter have received extensive
experimental and theoretical attention.2,16,19 Systems of active mat-
ter are constantly out of equilibrium because there is always energy
directly supplied at the level of constituent active particles, also
called self-propelled particles, e.g., bacteria, motile cells, and arti-
ficial Janus particles.10,17,21 The active force acting on one active
particle is independent of another, with its direction determined by
the moving particle itself. The stochastic dynamics of active particles
in free space leads to active Brownian motion, which can be modeled
by a dynamical system incorporating active velocity, rotational
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diffusion, and a coupling between rotation and translation.2 These
elements distinguish an active Brownian particle from a passive
Brownian particle at a fundamental level. When confining poten-
tials are introduced, active Brownian particles show their distinction
from passive particles in a variety of interesting phenomena.5,8,22

Consider the following dynamics of an active particle:

Px.t/ D b.x/C �n.t/, (1)

where x.t/ is the position, n.t/ is the orientation of the particle, and
� is a positive constant representing the speed of the active motion
due to self-propulsion. We are interested in the gradient case where
b.x/ D �rV.x/ for a C2-smooth potential function V. The orien-
tation n evolves as a stochastic process living on the unit sphere
Sd�1 D

�
u 2 Rd : juj D 1

	
, and n.t/ is absolutely continuous in time

t. In many cases, n can be written in terms of � 2 Rd�1 as n.�/, where
� is a generalized angle parameterizing the d � 1 dimensional unit
sphere. The probability distribution of n.t/ is independent of the
position variable x. Model (1) involves no thermal fluctuation other
than the fluctuating orientation.

To ease the presentation, we mainly consider the case of d D 2.
With the abuse of the notation, the orientation can be written as a
function of � , n.�/ D .cos � , sin �/ for � 2 [0, 2�/. Throughout the
presentation, we assume that �.t/ is an Ornstein�Uhlenbeck process

d�.t/ D � .� � N�/ dt C
p

2D dW.t/ (2)

or even a Brownian motion with  D 0. Here, the three parame-
ters are D > 0,  � 0, and N� , with D being the rotational diffu-
sivity, which controls the orientational persistence time. If  D 0,
�.t/ D �.0/C

p
2DW.t/. If  > 0, then E[�.t/] converges to N� from

�.0/ as time goes to infinity, with 1= being the relaxation time.
The magnitude � plays an important role in confining the

motion of the active particle and determines how far the active par-
ticle can move away from a local potential well, in particular, in
the setting where the potential function V has multiple wells. If
� is very small, then the contribution of the active velocity is not
large enough to overcome the gradient force, and hence the parti-
cle is confined within the well. If � is very large, then the escape is
probable and there are in general infinitely many escape paths with
different likelihoods. The main purpose of this work is to quantita-
tively understand the escape behaviors of the active dynamics (1) as
� varies. This is to be carried out via two approaches.

In the first approach, we shall study (1) as a control problem4,9

by treating the orientation n.t/ as the control variable and formulat-
ing the problem as the minimal arrival-time path (i.e., the shortest
time path) problem. This mathematical setting in fact corresponds
to the well-known Zermelo navigation problem23 and the tool in use
is the underlying Hamiltonian dynamics (i.e., instanton dynamics)
for the extremals. We can investigate the reachable set, denoted by
A� , which is the maximal domain where the trajectory x.t/ of (1) can
sweep for all possible choices of the orientation. We will focus on
how this set expands as � increases. A critical value �� can be iden-
tified where the set A� suddenly expands from a connected domain
inside the well to a neighboring well.

In the second approach, by specifying the statistics of the orien-
tation process n.t/, we investigate the most probable path to reach a

given target point by maximizing the likelihood of the stochastic tra-
jectory x.t/. This path-finding approach has been widely applied in
rare-event studies.6,20,24 Our formulation for the active dynamics (1)
is a generalization of the Freidlin�Wentzell action functional11 for
additive thermal noises [Eq. (3) below]. Variants of geometric min-
imum action methods are developed under the special constraints
(Appendixes A and B) to compute the optimal path in our new
context.

These two approaches are connected yet different. The target
point in the study of most probable path must lie inside the reachable
set A� . The optimal path and the corresponding optimal orienta-
tion in the first approach are to reach a specified point with the
minimal time, while the second approach is to look for the opti-
mal orientation with the maximal probability among the set of all
possible orientations which make the path hit the target point. The
optimal path in the first part does not depend on the distribution of
the stochastic process n.t/, but that in the second part does.

B. Related works in rare events

One of the classic mathematical models for rare events is the
following over-damped Langevin equation:

Px.t/ D b.x/C
p

2"�.t/, (3)

where b D �rV, � is the white noise satisfying E[�.t/�.t0/] D �
.t � t0/, and " is the intensity of the white noise (which is the trans-
lational diffusivity for b D 0). Physically,

p
2"� describes the effect

of the thermal noise and " is proportional to the temperature. The
zero-temperature limit " # 0 is considered in many classic studies
due to the convenience of asymptotic analysis in the large deviation
theory.

The key difference between (1) and (3) is the distinctive roles of
the noise. The active velocity in (1) has a constant magnitude �. As a
result, our model does not belong to the traditional noise-vanishing
regime. With a finite constant �, the particle may be confined in
a bounded domain, and the probability for x.t/ to go beyond this
domain is strictly zero. In contrast, with the help of ergodicity,
Eq. (3) can visit anywhere in Rd with a positive probability though
such probabilities can be exponentially small in some regions.

If we consider the active velocity and the thermal noise simul-
taneously, then a more realistic model is given by

Px.t/ D �rV.x/C �n.t/C
p

2"�.t/. (4)

In this work, we focus on the case of " D 0 to investigate the
effect of the parameter � and the randomness from n.t/. For the
model (4) with both � and ", there have been some recent works
on the transition mechanism.22 If one puts (4) and (2) together,
then the pair .x.t/, n.t// satisfies the standard Ito stochastic differ-
ential equation (SDE), and the Freidlin�Wentzell theory and the
traditional minimum action method can be directly applied.6,11

C. Contributions

The contribution of this work is to offer rigorous mathemati-
cal formulation and efficient numerical methods for the dynamics
of individual active particle subject to random orientations. This is
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achieved by showing all the details for a two-dimensional double-
well potential as an example. Even though it seems affordable to
directly simulate one single active particle for a long time due to
the increasing power of computers, it is clear that more transparent
insights into the active dynamics can be obtained from the opti-
mal paths that we study here by applying the analytical tools from
nonlinear science.

Regarding numerics, the minimum action methods have been
admittedly a mature subject. Nevertheless, previous applications are
limited to constraints imposed by the end points or mass conserva-
tion. Here, by working on a simple yet physically relevant example
from active matter, we show how to cope with global constraints due
to degenerate noise while still retaining the geometric-curve nature
of the minimum action path.

Last but not least, our work is of potential interest to
researchers in the active matter community for the understanding of
stochastic behaviors of active Brownian particles, which is essential
to further study of the collective active dynamics.

D. Organization

The rest of the paper is organized as follows. Section II stud-
ies the active dynamics described by (1) as a deterministic control
problem for the shortest arrival-time path. The underlying Hamil-
tonian dynamics is the main focus with numerical examples for
illustration. Section III is devoted to the most probable path and
the development of the constrained geometric minimum action
method. Section IV is a summary with discussion.

II. REACHABLE SET AND MINIMAL ARRIVAL-TIME
PATH

In this section, we consider the orientation process n.�/ in the
active dynamics

Px.t/ D b.x/C �n.t/ (5)

as a control variable in the function space S of Sd�1-valued abso-
lutely continuous functions. We assume that the vector field b is C1

for simplicity. The constant � is positive. Let t0 denote the initial
time and x0 denote the initial position x.t0/ D x0. We are interested
in the reachable set18 starting from x0. For a fixed � > 0, define the
connected open set

A�.x0, �/ :D
[

t2[t0 ,t0C�/,t02R,

[

n.�/2S

�
�

x.t/
����Px D b.x/C �n.t/ and x.t0/ D x0

�
, (6)

and then define the reachable set A� as

A�.x0/ :D A�.x0, C1/. (7)

The subscript � indicates the dependence on the parameter �. We
may drop the initial point x0 or the subscript � when no ambiguity
arises.

Before we present the results from the optimal control theory,
we show one sufficient condition, which can be readily checked in
practice.

Proposition 1 (sufficient condition for reachability) If �.t/
is a trajectory of the original flow P� D b.�/ and satisfies the condi-
tion sup

t2R
jb.�.t//j < �, then, for any two points A and B on the curve

represented by �, there exists a function n.t/ such that the point A can
reach the point B along the active flow (5).

Remark 1 The curve represented by � means the geomet-
ric curve corresponding to the trajectory �.t/, t 2 R. This curve
may have different parameterizations. The reparameterization of
this curve can be understood as the change of velocity along the tra-
jectory. For example, the flow in the form of P D �. /b. / for a
strictly positive or strictly negative function � has the same curve as
� if they have the same initial state  .t0/ D �.t0/ .

Proof. Let t0 < t1 be two time instances. We explicitly con-
struct the orientation n by considering two cases: �.t0/ D A and
�.t1/ D B ; (2) �.t0/ D B and �.t1/ D A.

(1) In the first case, we set n.t/ D b.x.t//= jb.x.t//j in which j�j is
the Euclidean norm. Then, the corresponding ordinary differ-
ential equation (ODE) (5) is Px D .1 C �

jb.x/j /b.x/. By our remark
above, the trajectory of this active flow with the initial position
x.t0/ D A overlaps the segment between A and B on the curve
represented by � (after a rescaling of time).

(2) In the second case, � goes from B to A. We set n.t/ D �b
.x.t//= jb.x.t//j and obtain the active flow (5) as Px D �b
.x/.�1 C �= jb.x/j/ D ��.x/b.x/, where �.x/ :D �1 C �=
jb.x/j is strictly positive due to the given assumption for �.
Choose the initial position x.t0/ D A for the above ODE. Then,
the trajectory x.t/ will be on the curve represented by � (along
the reversed time). �
The following corollary is then straightforward.
Corollary 2 Let A be a (local) minimum point of a potential

function V.x/. Denote the basin of attraction of A in the gradient flow
Px D �rV.x/ by D.A/, a connected open set. Let D be a domain inside
D.A/ satisfying A 2 D and

jrV.x/j < �, 8x 2 D,

then any point in D is reachable from the point A, i.e., D � A�.A/.
As a result, given a local minimum point A, the path-connected

component, which contains the point A, of the sublevel set of the
magnitude of the gradient force

L�.A/ :D 0A.fx : jrV.x/j < �g \ D.A//

is reachable from the point A. Here, 0A.�/ is to take the connected
component of a set such that A is inside this component. For brevity,
we may simply call this component the sublevel set and also drop off
the point A in L�.A/.

Some existing works22 regarded L� as the reachable set A� itself.
However, this equivalence argument is not true rigorously. In gen-
eral, the reachable set is larger than L� . Below, we analyze a quadratic
potential function as a counterexample.

Example 1 Consider the quadratic potential in Rd (d � 2)

V.x/ D
1
2

xTHx,

in which H D diag f�1, �2, : : : , �dg with the eigenvalues 0 < �1
� �2 � � � � � �d. Then, b D �Hx, and the minimum point A of the
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potential V is the origin O. The sublevel set L� D fx : jrV.x/j < �g
is reachable according to Corollary 2 for the active dynamics
Px D �Hx C �n. Furthermore, the same argument leads to a stronger
conclusion for this example that any point on the boundary of
L� is also reachable. This means that there exists a time t > t0
D 0 and a control function n.s/, 0 � s � t such that x.t/ 2 @L�
D fx : jrV.x/j D �g.

Define a scalar function � for the norm of the gradient
force �.x/ :D jrV.x/j D jHxj . Its gradient is r�.x/ D ��1H2x. By
abusing the notation, we also use �.s/ D �.x.s//. It follows that
�.t/ D �.x.t// D � at @L� . It can be shown that if �1 6D �2, then one
can choose a proper control n at time t such that P�.t/ D d

dt�.x.t//
D r�.x.t//T Px.t/ D ��1xTH2.�Hx C �n/ is strictly positive. This
suggests that the value of � can strictly exceed � after time t due
to the continuity of P� .

We find that the optimal orientation n, which maximizes
P�.t/ D ��1xTH2.�Hx C �n/ is given by

n�.t/ D
H2x.t/

jH2x.t/j
. (8)

Choosing this optimal n�, we have

P�.t/ D
1
�

xTH2
�

�Hx C �
H2x

jH2xj

�

D
1
�

�
�.Hx/T.H2x/C jHxj

��H2x
��� � 0

for any x 2 @L� with the help of the inequality jaj
��b

�� � aTb. Note
that, here, we have used jHxj D �. The above inequality becomes
equality if and only if Hx k H2x, which is equivalent to �i � �, 8i
for a constant �, i.e., H is a scalar matrix �I and V is an isotropic
potential.

If the eigenvalues of H are not the same, then we have an
inequality strictly and there is a small number � > 0 such that P�.t/
� � > 0. Therefore, with the choice of (8) for n at time t, �.x
.t C1// becomes strictly larger than � at least for a short time inter-
val1 > 0. In this general case, we only have L� $ A� . If H is a scalar
matrix, then P�.t/ is zero for any x and the reachable set A� is indeed
the sublevel set L� , a ball with radius �.

Remark 2 In our analysis here, the orientation variable n can
be constructed either as a function of x (feedback control) or as a
function of time t (open loop control). Here, we use the feedback
control in our proof and the time from A to B is spontaneously
determined by n.x/. The proof is constructive and only shows one
possibility of the orientation process n. In general, there are an
infinite number of n.t/ for x.t/ to reach B from A.

A. Minimal time problem and reachable set

The minimal arrival-time problem is to find the minimal time
T� for the trajectory x.t/ of (5) to reach a given destination point
x.T/ D B from a given initial point x.0/ D A among all possible
orientation processes n.t/,

T�.A, B/ :D inf
T>0,n2S ,

x.0/DA,x.T/DB

Z T

0
1 � dt. (9)

If T�.A, B/ < 1, then B is reachable from A. The reachable set of A
is then equivalent to the finiteness of this minimal time,

A�.A/ D
�
B 2 Rd

��T�.A, B/ < 1
	

.

The minimal time problem (9) is the Zermelo navigation
problem,4,23 a classic optimal control problem that deals with a boat
navigating on a body of water, originating from a point A to a
destination point B. The optimal path x.t/ is called the path of short-
est time or the minimal arrival-time path. It has been known that
the extremal solution of this optimal control problem satisfies the
following Hamiltonian ODE:4

Px D b.x/� �p=
��p

�� and Pp D �.rb/Tp, (10)

where rb D [@xj bi] is the Jacobian matrix of the drift vector b. For
a fixed destination point B, Eq. (10) is a boundary value problem
in which x.0/ D A and x.T/ D B for some T > 0. Equation (10) is
a Hamiltonian ODE with the Hamiltonian Ho.x, p/ D 1 C b.x/ � p
� �

��p
��.

Letting n D �p=
��p

�� 2 Sd�1, we can rewrite (10) as
�

Px D b.x/C �n,
Pn D �.rb.x//Tn C

�
nT.rb.x//Tn

�
n, (11)

where n.t/ is the optimal control for the shortest time problem (9).
The initial n.0/ is set as a unit vector and the dynamics of n keeps
its length jnj invariant. Equation (11) is the ergodic curve of a cer-
tain Randers metric in the Finsler geometry.1 In the field theory of
physics, (11) is also called the instanton dynamics.

In our reachable set problem, the reachable set (7) is the region
swept by the x.t/ component of the Hamiltonian flow (11) for
all possible initial orientations n.0/. Therefore, we have another
equivalence of the set A� ,

A�.x0/ D
[

t�t0 ,t02R
n02Sd�1

�
x.t/

����.x.t/, n.t// satisfies Eq. (11) with

� x.t0/ D x0 and n.t0/ D n0

�
. (12)

At any critical point .x�, n�/ of the system (11), b.x�/ D ��n�
and n� is the left-eigenvector of the Jacobi matrix rb.x�/. By
eliminating n, we have

(
.rb.x�//Tb.x�/ D �b.x�/,
jb.x�/j D �

(13)

for some real number � depending on �.
Remark 3 Note that (11) is not the standard Hamiltonian

flow. It is not possible to recover p from its direction n and Ho.x, n/
is not preserved. Equation (11) is obtained by normalizing the
momentum variable from the Hamiltonian ODE (10). This momen-
tum normalization technique has been applied to the study of the
saddle point of the vector field b.12 In fact, (11) is formally similar
to the gentlest ascent dynamics7 for locating saddle points, which is
also related to the Zermelo navigation problem.3
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B. Numerical examples

We present some numerical results for two-dimensional exam-
ples. We write x D .x, y/, b D .u, v/, and n D .cos � , sin �/. In terms
of the variables .x.t/, y.t/, �.t//, the Hamiltonian ODE (11) takes the
form

8
>>><

>>>:

Px.t/ D u.x, y/C � cos � , (14a)

Py.t/ D v.x, y/C � sin � , (14b)

P�.t/ D
1
2
.@xu � @yv/ sin 2� C @xv sin2 � � @yu cos2 � . (14c)

The last equation for the angle � is known as Zermelo’s equation.
Solving this equation with the other two equations for x and y in
(14) allows us to find the general optimal path of shortest time.

1. Example 1: Quadratic potential
We reexamine the quadratic potential function in Example 1,

for which we have P� D 1
2 .�2 � �1/ sin 2� . In the special case of

�1 D �2, �.t/ is a constant. If �1 6D �2, then the critical point of � is
�� D k�=2 with k D 0, 1, 2, 3. Correspondingly, the orientation n� at
these angles is in the direction of e1, e2, �e1, and �e2, respectively.
The positions of the four critical points are x1,2 D .��=�1, 0/ and
x3,4 D .0, ��=�2/, respectively. These four points are all on the level
set @L� D fx : jrV.x/j D �g. Assume 0 < �1 < �2, then the critical
points on the short axis, x3,4 D .0, ��=�2/, are stable.

Figure 1 shows the dynamics of (14) in the position plane .x, y/.
It is clear that the reachable set A� (bounded by the solid blue
curve) is larger than the sublevel set L� (bounded by the dashed

FIG. 1. The phase space of the dynamic system (14) for the potential V.x, y/
D 1

2�1x2 C 1
2�2y2. The two red circles represent the stable critical points and the

red cross represents the saddle point on the right. The blue solid curve, symmetric
about the x axis, is the unstable manifold (projected onto the position plane R2)
of the saddle point, and forms the boundary of the reachable set A � . The red
dashed curve is the boundary of L� . The three black trajectories have the same
initial position .x0 D y0 D 0/ but different initial angles �0. The arrows indicate
the time evolution of .x.t/, y.t//. The parameters �1 D 1, �2 D 3, and � D 1
are used in this �gure.

red curve). When the initial angle �0 is sufficiently small, the tra-
jectory .x.t/, y.t// goes beyond the sublevel set L� by approximating
the unstable manifold of the saddle point. Therefore, the sublevel
set of jrV.x/j is not the maximal set where the active particle can
traverse. This result numerically confirms the previous analysis for
Example 1.

2. Example 2: Double-well potential
We consider a nontrivial two-dimensional example using the

following double-well potential:

V.x, y/ D .x2 � 1/2 C .x2 C y � 1/2, (15)

which has been a classic toy model for the study of metastability and
noise-induced transitions. The contour plot is shown in Fig. 2. It
has two local minima at A D .�1, 0/ and B D .1, 0/, and one sad-
dle point at .0, 1/ sitting on the separatrix where x D 0. First, we
are interested in the critical points in the three-dimensional phase
space .x, y, �/ 2 R2 � [0, 2�/ for the ODE system (14). The initial
conditions for .x, y/ are set as the minimum point A D .�1, 0/. The
results are summarized in Fig. 2, where the .x, y/ components are
plotted. For any � > 0, there are six critical points in the dynam-
ical system (14). Two of them are saddle points with one unstable
direction s1 D .0, 1 C �

2 , �2 / and s2 D .0, 1 � �
2 , 3�

2 /. The other four
critical points are stable. The two saddle points are marked by
blue crosses and the four stable points are marked by green circles
in Fig. 2.

For a small value of � (< ��), the reachable set of A D .�1, 0/
is confined in the left potential well and it is impossible to find
any orientation for the active particle subject to the active dynam-
ics (1) to move out of this basin, due to the insufficient magnitude
of the active force. The instanton dynamics of (14) starting from
A eventually approaches one of the two neighboring stable critical
points, and hence the reachable set A� is the domain encircled by the
heteroclinic orbits marked in white color in Fig. 2 (the left panel).

For a large value of � (> ��), the reachable set of A D .�1, 0/
extends from the left to the right potential well. This can be observed
from the bifurcation of the instanton dynamics (14): a new pair of
heteroclinic orbits is generated that starts from the initial point A

FIG. 2. The phase space of the dynamic system (14) for the double-well poten�
tial (15). Left: � D 1; right: � D 1.5. The black curves with arrows represent the
unstable manifolds of the two saddle points (blue crosses). The initial position is
the minimum point A D .�1, 0/, denoted by a diamond. The curves in white are
heteroclinic orbits connecting the initial position to different critical points, with dif�
ferent choices of the initial angle. These white curves delineate the boundary of
the reachable set.
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FIG. 3. The range of the initial value of � that allows the system (14) to enter the
right potential well by starting from A D .�1, 0/ in the left well.

and goes toward the two saddle points on the y-axis, respectively.
Consequently, the particle can follow the unstable manifold of the
saddle points to enter the right potential well and eventually con-
verge to one of the two stable critical points in that well. We have
numerically determined the critical value of � as �� D 1.1152. For
� > ��, Fig. 3 shows the range of the initial �.0/ for (14) to reach
the right potential well by starting from .x.0/, y.0// D A. This range
certainly expands as � increases.

To summarize this first part, we have demonstrated how the
instanton dynamics (14) or (11) in general, which describes the
dynamics of the extremal path for the minimal arrival-time prob-
lem (9), can help understand the reachable set of the active dynamics
(1). We show that the sublevel set of the gradient force jV.x/j is in
general just a proper subset of the true reachable set.

There are other mathematical formulations like Hamil-
ton�Jacobian partial differential equation to model the reachable set
A� . Yet, our dynamical system approach here can shed light on the
connection of bifurcation in the extremal dynamics (14) with the
escape behaviors of the active dynamics (1).

III. THE MOST PROBABLE PATH

In the second part, we investigate the most probable path
instead of the minimal arrival-time path. For this purpose, we need
specify the distribution of the orientation process n.t/ as a stochastic
process.

Denote two end points by A and B. Let A be a local minimum
point of a potential function V and let B be an arbitrary point. We
first explain our method in general by considering the more general
case (4),

Px.t/ D b.x/C �n.t/C
p

2"�.t/,

where the active particle is also subject to the thermal noise, and the
orientation n is assumed to be an Ornstein-Uhlenbeck (OU) process
(2). Later, we will move to the case of vanishing ". By doing this,

we can fit the new problem in the existing framework of minimum
action methods.6,11,20,24

Let �.t/ be a Rd-valued absolutely continuous function for
the position components of the path and �.t/ be the Rd�1-valued
angle representation of the orientation n.t/. In the path integral
formulation, the action functional consists of two parts,

S[�, �] :D
1
4"

S0[�; �] C
1

4D
S1[�], (16)

where

S0[�; �] :D
Z T

0

�� P� � b.�/� �n.�/
��2 dt (17)

and

S1[�] :D
Z T

0

�� P� C  .� � N�/
��2 dt. (18)

Roughly speaking, the meaning of the action functional in (16) is the
negative logarithmic likelihood: S[�, �] � � log Pr fx.�/ D �.�/, n.�/
D n.�.�//g. Here, S0[�; �] is related to the (negative logarithmic)
likelihood of the path �.t/ with a given orientation process n.�.t//
and S1 is the likelihood contribution of the given orientation process
n.�.t//. The constraints at the two ends are for the position � only:
�.0/ D A and �.T/ D B, while the end points of the angle, �.0/ and
�.T/, are free. Besides, the parameter of the time interval, T, is also
free of choice instead of being fixed.

The most probable path of the pair .��.t/, ��.t//minimizes the
action functional S in (16) with an optimal time interval T�. Note
that the current expressions of S0 and S1 are written in terms of
the function of time for a fixed time interval .0, T/. To eliminate
the effect of this finite time interval, we use the idea from the geo-
metric minimum action method (MAM)20 in practical computations
to automatically compute the optimal curve ’.s/ as the arc-length
s-parameterization of the function �.t/ of time t. To ease our pre-
sentation, our formulation below is still written in the original form
with a constant T and the handling of geometric version is placed in
the appendix for reference. For brevity, we may refer to the position
component � only when we talk about the path below, though the
optimization is performed for the pair .�, �/.

A. Minimum action method for the reachable set

To check if an arbitrary point, say X, is reachable or not for the
active dynamics (1), we make use of the following minimization:

min
�,�

S0[�; �], (19)

subject to the constraints �.0/ D A and �.T/ D X. We define a
scalar function C?0.X/ as the minimum value

C?0.X/ :D inf
�.�/,�.�/,T;

�.0/DA,�.T/DX

S0[�; �].

Based on this definition, C?0.X/ D 0 means the existence of an opti-
mal .��, ��/ and T� 2 .0, 1] such that the flow (1): P�� D b.��/
C �n.��.t// holds for the boundary value problem from the initial
point A to the destination point X.

Proposition 3 A point X is reachable via the active dynamics
(1), i.e., X 2 A� if and only if C?0.X/ D 0.
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The special form of S0 in (17) shows that the optimization of
the orientation is trivial and the optimal orientation is given by
On D P��b.�/

j P��b.�/j . Then, (19) becomes

min
�,�

S0[�; �] D min
�

Z T

0

�����
P� � b.�/� �

P� � b.�/�� P� � b.�/
��

�����

2

dt

D min
�

Z T

0

�
j P� � b.�/j � �

�2 dt. (20)

If � D 0, then the functional of � in the last line becomes the
standard Freidlin�Wentzell action functional.11

The non-negative function C?0 is called the quasi-potential bar-
rier in a recent work,22 where it was employed to quantify the
minimal cost due to the thermal noise if the cost from the orientation
process [i.e., S1=4D in (16)] is negligible. This is an approximation
to the limiting case of " � D in which the active particle is assumed
to be capable (without costing energy) of choosing the optimal ori-
entation On D P�.t/�b.�.t//

j P�.t/�b.�.t//j . The one-dimensional case of d D 1 can
be simplified as a traditional noise-induced escape problem in an
effective tilted potential.22 We shall develop numerical methods for
multi-dimensional cases.

Here we are concerned with the active dynamics (1) in the
absence of the thermal noise � and our purpose is to understand
the reachable set A� D

�
X : C?0.X/ D 0

	
. The numerical computa-

tion of C?0.X/ for every end point X is implemented by using the
geometric minimum action method20 to solve (20). See Appendix A
for the derivation of gMAM for (20) in general.

For the double-well potential (15), the reachable set A� has
been computed from the extremal dynamics (14) in Sec. II B 2. It
is interesting to compare the result of A� in Fig. 2 with the contour
of C?0.X/ computed by using the gMAM to solve (20). Figure 4 plots
the numerical value of C?0.X/ near the minimum point A D .�1, 0/
for � D 1; this result is compatible with the true reachable set (yellow
curves in the figure). Since it is impossible to check if the numerical
value of C?0.X/ is strictly zero or not, the zero level set of C?0.X/ is
more like a theoretic interest to quantify the reachable set.

B. Minimum action method for the most probable
path in the reachable set

As the amplitude of the thermal noise " # 0 (with D fixed),
the minimization of S D 1

4" S0 C 1
4D S1 in (16) can be regarded as a

penalty method (in which 1
" is the penalty factor and S0 is the penalty

function) for the minimization of S1 subject to the constraint S0 D 0,

min
�,�

S1[�],

subject to S0[�; �] D 0.
(21)

Here, the constraint S0 D 0 essentially means that the end point of
the path, B D �.T/, is inside the reachable set A�.A/. As pointed
out in Remark 2, the solution of S0[�; �] D 0 is not unique, and there
are many combinations of the trajectory-orientation pair .�.�/, �.�//
and arrival times T to make S0[�; �] vanish. Section II A focused the
optimal path with the shortest arrival time; in this section, we con-
sider the optimal path with the maximum likelihood. Section III A

FIG. 4. The contour plot of C?0.�/ for the double-well potential, computed for
� D 1 (less than ��). The yellow curves here correspond to the white curves
in the �rst panel of Fig. 2 (which delineate the boundary of the reachable set A � ).

has not yet considered the contribution from the orientation pro-
cess n.t/. Here, we quantify its contribution by locating the most
probable path in the reachable set.

We develop a numerical method to solve the constrained opti-
mization problem (21) (see Appendix B), and apply it to the double-
well potential (15). The speed of active motion � used here is larger
than the critical ��. For all the five values of � tested, the active

FIG. 5. The most probable paths from A D .�1, 0/ to B D .C1, 0/ in the dou�
ble-well potential, computed for �ve different values of � (larger than ��). Only the
position .x, y/ components are shown and the optimal orientation process is not
plotted. The minimal values of S1 for these paths are 18.10, 10.76, 3.57, 1.94,
and 0.87, respectively, for the �ve values of � in an increasing order.
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dynamics can reach B D .C1, 0/ from A D .�1, 0/. Figure 5 shows
the five corresponding most probable paths. For the small � just
above ��, the path crosses the separatrix (i.e., y-axis) close to the sad-
dle point .0, 1/ of the potential. From the second panel in Fig. 2,
we know that the instanton dynamics for the shortest time path
can cross the y-axis through a segment between the two points
.0, 1 � �=2/. Here, Fig. 5 shows how the most probable path crosses
the y-axis. As the speed of active motion � increases, the effect
of the potential barrier, measured by jbj, becomes less important
and the particle possesses a bigger freedom to move in the position
space (within a bigger reachable set). For the very large �, the most
probable path is approximately a straight line as observed in Fig. 5.
Physically, this corresponds to a negligible variation of the particle
orientation, which is demanded by the minimization of S1[�] and
also made possible by a very large �. Our numerical computation has
also confirmed that as � increases, the optimal value of S1 decreases,
and hence the probability of hopping from A to B increases.

IV. CONCLUSION

To study the stochastic dynamics of active particles subject to
the gradient force and self-propelled motion, we have applied and
developed various analytical and numerical techniques to investigate
the behavior of an active particle escaping from a potential well. Two
distinct types of optimal paths, namely, the minimal arrival-time
path and the most probable path, have been considered in this work
to understand the problem of escape from a potential well. By study-
ing the first problem about the shortest time path, we can determine
the reachable set where the active particle can move in the absence of
thermal noise acting on the translational motion. This reachable set
is the support set of the distribution of the stochastic trajectories x.t/
for a given speed of active motion �. By studying the second prob-
lem on the maximum likelihood, we can further pin down the most
probable path in the reachable set with a dominating probability.

The work presented here mainly focuses on the active dynam-
ics (1). For the general model (4) with non-vanishing thermal noise
acting on the translational motion, we expect to see more interesting
qualitative and quantitative results, for different scaling relation-
ships between " for the translational motion and D for the orienta-
tional motion, and for the distinct cases of � > �� and � < �� as well.
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APPENDIX A: GEOMETRIC MINIMUM ACTION
METHOD FOR S0[�]

Here, we derive the geometric minimum action method13,15 for
the path-finding problem (20), which is

inf
T

min
�

S0[�],

where S0[�] :D min
�

S0[�; �] D
R T

0

�
j P� � b.�/j � �

�2 dt. The main
purpose is to derive a geometric version of the action functional S0
with the optimal time T, based on the Maupertuis principle.14 The
procedure is to introduce a change of variable between the time t
and the arc-length parameter s by using a non-negative function
� :D ds

dt . We denote the reparameterized curve in s by ’.s/ :D �.t/,
where the relationship between s and t is determined by a given
�. The tangent vectors are denoted by ’0.s/ D d’

ds and P� D d�
dt , so

P� D �’0. Then, the geometric version of S0, denoted as OS0, is OS0[’]
D

R 1
0 inf

�

�
.j’0�� b.’/j � �/2 1

�

	
ds. It can be verified that the opti-

mal �� for the infimum in the curly bracket satisfies the first order
condition,

j�’0.s/j2 � j�n� C b.’.s//j2 D 0, (A1)

where the unit vector n� is �’0�b.’/
j�’0�b.’/j . With this optimal ��, we have

OS0[’] D
R 1

0

n
.j’0�� � b.’/j � �/2 1

��

o
ds. The algorithm is then to

update the curve ’ iteratively: (1) Given ’, update �� by (A1). (2)
Given ��, update the curve ’ by the gradient descent method for
OS0[’] for a few steps and reparameterize the curve.

APPENDIX B: NUMERICAL METHOD FOR THE
CONSTRAINT PROBLEM (21)

We use the augmented Lagrange multiplier method to solve
the constrained minimization problem (21). Introduce the Lagrange
multiplier �.t/ 2 Rd and the penalty factor � > 0, and the aug-
mented Lagrange function

eS[�, �] D
Z T

0

�� P� C  .� � N�/
��2

C
Z T

0
�.t/T

� P� � b.�/� �n.�.t//
�

dt

C �
Z T

0

�� P� � b.�/� �n.�.t//
��2 dt. (B1)

By using the idea in Appendix A, we apply the change of variable
between the time t and the arc-length parameter s and have the
following geometric functional:

eS[’,#] D
Z 1

0

1
�

���# 0 C  .# � N�/
��2 ds

C
Z 1

0
e�.s/T

1
�

[�’0 � b.’/� �n.#.s//] ds

C �
Z 1

0

1
�

���’0 � b.’/� �n.#.s//
��2 ds, (B2)

where � D ds
dt is chosen by (A1) and e�.s/ D �.t.s//. Therefore, the

optimal path and the Lagrangian multiplier are found by solving the
following flow:

@�’.� , s/ D ��.s/
�eS
�’

, @�#.� , s/ D ��.s/
�eS
�#

@��.� , s/ D �.s/
�eS
��

,

after introducing an artificial time variable � .
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