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Abstract

In this paper, we propose a new Value at Risk estimate based on the Deep Belief Network ensemble model with Empirical Mode Decomposition (EMD) technique. It attempts to capture the multi-scale data features with the EMD-DBN ensemble model and predict the risk movement more accurately. Individual data components are extracted using EMD model while individual forecasts can be calculated at different scales using ARMA-GARCH model. The DBN model is introduced to search for the optimal nonlinear ensemble weights to combine the individual forecasts at different scales into the ensembled exchange rate VaR forecasts. Empirical studies using major exchange rates confirm that the proposed model demonstrates the superior performance compared to the benchmark models.
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1. Introduction

Exchange market is one of the most lucrative and actively traded financial markets. Exchange rate determined by the market supply and demand for currencies also reflects the influencing factors in the exchange market. It is one of the key macroeconomic factors linking the global financial system [1, 2]. Due to the global exposure of the
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exchange markets to wide range of investors, significant price fluctuations and risks have been observed in the market trading. However, the interaction among these factors are so complicated that it exceeds the computational boundary of the investors to conduct exhaustive investigations into the relationship between them and forecast the exchange rate movement accurately. The perceived market risk can be attributed to a diverse range of influencing factors, mostly concerning the macroeconomic indicator, etc. [1, 2]. The accurate risk measurement and modeling critically affect the theoretical research in international economics and finance such as the derivative pricing risk measurement.

In this paper, the downside risk in the exchange market is measured using the widely adopted Value at Risk (VaR) concept. VaR is defined as the particular quantile value of the exchange rate distributions over the given time horizon at the specified confidence level. VaR estimation models are usually classified into the parametric and non-parametric categories in the mainstream literature [3]. The parametric models include Exponential Weighted Moving Average model, GARCH model while the non-parametric models include historical simulation and Monte Carlo simulation models [3]. It summarizes the downside risk over a particular investment period into a single statistic number [3]. To estimate VaR more reliably, researches have been directed toward analyzing the fundamental and technical factors behind the exchange rate fluctuations, with the aims to exploit the key risk factors for more accurate risk modeling. Researches on analyzing and exploiting both factors for the risk measurement purposes have received continuous research attentions in the literature. But since the seminal work by [4], it has been shown that the major econometric models failed to predict the exchange rate changes better than the naïve Random Walk (RW) model. So far there is no conclusive evidence on which exchange rate model is the best method to model the complex fluctuations in the exchange rate movement. Empirical studies show that the influence factors in the exchange markets are difficult to identify and they typically have nonlinear dynamic influences on the exchange rate movement over time. This gives rise to the necessity and renewed interests to model and control the significant risk in the exchange markets.

Recently multiscale ensemble models have received significant research interests in the literature [5, 6]. Current approaches have used the wavelet analysis and Empirical Mode Decomposition to decompose the financial data into its constituent components and use the ensemble models to integrate forecasts in those constituent components [6, 7]. These models develop with the recent advancement of two recent researches development, i.e. EMD model and Artificial Intelligence (AI) ensemble model. On one hand, EMD was first proposed by Huang in 1998 and quickly found its applications in geophysics, vibration engineering, biomedicine, and other fields [8, 5]. [9] introduced EMD as a new tool to analyze the statistical characteristics of nonlinear and non-stationary data in the financial market. On the other hand, AI based ensemble approaches have served as a complementary approach to exchange rate modeling. Given the lack of definitive analytical tools for the market dynamics, AI can be used to model the dynamically changing weights in the ensemble models for risk estimate [10, 11, 12]. Till now limited positive performance have highlighted its significance. For example, empirical studies in the exchange rate and crude oil forecasting field have shown the higher level of forecasting accuracy [7].

As far as the AI model is concerned, the recent emergence of Deep Learning (DL) model and its success in physical disciplines compared to traditional neural network model showcase its potential to enhance the ensemble risk modeling accuracy in the exchange rate. For example, [13] used the deep belief restricted Boltzmann machine to learn and model the complex relationship between the real estate unit sales price and large number of economic variables. They found the improved accuracy and reduced computing time for their proposed approach. [14] used the deep belief network to model and forecast the hourly electricity load and found the improved forecasting accuracy. [15] used the deep neural networks to forecasting the S&P 500 stock index movement. The improved forecasting accuracy shows that there is exploitable forecasting opportunities in the stock market. Till now only limited exploratory attempts using the DBN model have been conducted in the exchange markets, mostly for the forecasting purpose. Positive performance improvements have already accumulated, etc. For example, [16] found that DBN model provided the superior exchange rate forecasting accuracy than the neural network model.

In this paper, we propose a EMD-DBN ensemble Value a Risk model that takes advantage of the DBN ensemble model and EMD model. It relies on the EMD model to recover the influencing factors for the exchange markets at different scales. It uses the DBN model to integrate the risk forecasts of a series of extracted constituent factors in the multi scale domain to produce the optimal risk estimate. We have conducted the empirical analysis applying the proposed model in the exchange markets. Experiment results show the superior performance of the proposed model and the validity of the extracted multi scale components. The major contribution of the paper is the proposition of DBN ensemble risk estimate model with EMD model. It introduces DBN model in the risk modeling to take full advantage
of its nonlinear adaptive learning ability. As the DBN model is known for its capability to extract the nonlinear data pattern, it is used as the basis for the nonlinear ensemble model. As the DBN model is known to be less sensitive to the noise disruption, it contributes to the risk measurement literature to further performance improvement in the multi-scale risk forecasts.

The rest of the paper is organized as follows. Section 2 provides a brief illustration of the DBN model. It further explains in detail the value at risk estimation model using the DBN ensemble model with EMD technique. Section 3 explains the results of the empirical studies useful using the comprehensive exchange rate dataset to evaluate the model performance. Section 4 summarizes the findings of the paper.

2. Methodology

2.1. Deep Belief Network (DBN)

Deep Learning (DL) has attracted significant research attentions from both academics and industry since it was originally proposed in 2006 [17]. Deep Belief Network (DBN) is a generative graphical model in the general deep learning framework. Like traditional shallow neural network, the neurons in DBN have activation function and process the information. As the number of layers increases rapidly from the shallow neural network to the deep neural network, the number of the parameters involved in training deep neural network increases exponentially. To reduce the over fitting problem, the pre-training using a stack of a number of restricted Boltzmann machines (RBMs) is introduced in DBN. RBM is used as the pre-training model to learn the hidden data feature in an unsupervised learning process. A RBM is a neural network that consists of two layers called visible (input) layer and hidden layer. In RBM, neurons in the different levels of layers have mutual undirected connection while the neurons in the same level of layers are independent [18]. In the structure of RBM, \( v \) and \( h \) represent the state of the neurons of visible layer and hidden layer respectively. When a number of RBMs are stacked in DBN, the hidden layer of the previous RBM serves as the visible layer of the following RBM [19].

The typical structure of DBN is illustrated in figure 1 [17, 20, 21].

The training process of DBN model can usually be divided into pre-training phase with an unsupervised learning process and fine tuning phase with a supervised learning process. In the pre-training phase, the initial weights of the network are optimized so that the input data can be reconstructed. That way, the important data features in the input data are extracted in the RBM. The RBMs are sequentially trained with an algorithm called greedy layer-wise
unsupervised learning algorithm. In the fine-tuning phase, some label units are added to the topmost layer from the pre-training phase. The initial weights from the pre-training phase are trained and adjusted by back-propagation algorithm in a supervised learning process. The global optimal weights of deep belief network are obtained [22, 23].

In the first pre-training step, the parameters of RBM is updated by the process of unsupervised learning. The weights of whole RBMs of DBN can be updated sequentially with a greedy layer-wise pre-training process. Given that \(v_i\) and \(h_j\) as the state of visible unit \(i\) and hidden unit \(j\), the probability distribution of the unit is calculated by the entropy function since the RBM is an energy-based model [24]. The energy function is calculated as in Eq. (1) [20].

\[
E(v, h; \theta) = \sum_{i=1}^{M} \sum_{j=1}^{N} w_{ij}^R v_i h_j - \sum_{i=1}^{M} a_i v_i - \sum_{j=1}^{N} b_j h_j \quad (1)
\]

Where \(w_{ij}^R\) is the connecting weight that connects the neurons \(i\) in the visible layer and the neurons \(j\) in the hidden layer. The \(a_i\) is the bias of the visible neuron \(i\), the \(b_j\) is the bias of the hidden neuron \(j\). \(\theta\) is the parameter set that \(\theta = \{W, a, b\}\). The \(M\) and \(N\) are represent the number of neurons in the visible layer and hidden layer [25].

In RBM, the joint probability distribution of RBM with respect to units in the visible layer and hidden layer can be defined by the energy function as in Eq. (2) [20].

\[
p(v, h; \theta) = \frac{e^{-E(v, h; \theta)}}{Z} \quad (2)
\]

Where \(Z\) is a partition function that used for normalization \(Z = \sum_{v, h} e^{-E(v, h; \theta)}\).

Because the joint probability distribution of RBM can be calculated as in Eq. (2), the marginal probability of visible neurons in RBM is calculated by summing the probability distribution of the all hidden units, as in Eq. (3) [20].

\[
P(v; \theta) = \sum_h p(v, h; \theta) = \sum_h \frac{e^{-E(v, h; \theta)}}{Z} \quad (3)
\]

To update the weight, the derivative of Eq. (4) is taken with respect to the weight. The weights of RBM is updated as in Eq. (4) [14].

\[
\Delta w_{ij}^R = \mu \left( \frac{\partial \log p(v; \theta)}{\partial w_{ij}^R} \right) = \mu (E_{\text{data}}(v; h_j) - E_{\text{model}}(v; h_j)) \quad (4)
\]

Where \(\mu\) denotes the learning rate, \(E_{\text{data}}(v; h_j)\) represents the expected values of the observed data in the training data. \(E_{\text{model}}(v; h_j)\) represents the expected values of the sampling data in the model. In the literature, Gibbs sampling is usually used to calculate the approximate value for \(E_{\text{model}}(v; h_j)\) [20]. For example, Contrastive Divergence algorithm based on the Gibbs sampling has been shown to be an effective approach [22]. Through the above training process, the weights of the RBM can be update [22].

The whole initial weights of DBN can be updated by sequential train RBMs using the above method. After the unsupervised pre-training step, the supervised fine-tuning step with back-propagation algorithm is used to adjust the weights slightly obtained from unsupervised learning process to obtain the optimal weights of DBN.
2.2. A Deep Belief Network Ensemble Value at Risk Estimate

We construct an ensemble Value at Risk model based on Empirical Mode Decomposition (EMD) and the Deep Belief Network (DBN) model. It consists of a series of steps to transform and model the data characteristics.

(1) Firstly, we assume that there is a multi scale risk structure in the exchange rate movement. Some of the risk factors have simultaneous impact across different markets while some of the risk factors have limited impact on single market. Given exchange rate time series data $x_i$, $i = 1, 2, ..., N$, EMD model is used to calculate the decomposed components $IMF$ at different scales up to the maximal scale $N$ and the residual $e$, as in Eq. (5).

$$x_t = \sum_{i=1}^{N} IMF_{i,t} + e_t$$

This is one of the key step in the model. It transforms the exchange rate data into a series of data components, upon which further ensemble modeling is performed. The multi scale transformation is done using the Empirical mode decomposition (EMD) model. The Empirical Mode Decomposition (EMD) method decomposes the original signal into a number of mutually independent Intrinsic Mode Functions (IMFs) through the sifting process [8]. Unlike wavelet analysis, no basis function needs to be set during the decomposition process. Compared with wavelet analysis, the empirical and adaptive nature of the EMD basis make it more suitable for accurately describing the physical characteristics of the signal when dealing with non-stationary nonlinear signals. It decomposes the data into several intrinsic mode functions (IMF) at different scales with unique characteristic. Although the empirical approach of EMD decomposition can’t guarantee the mutual independence of IMFs mathematically, the correlation between IMFs are supposed to be very low in the sifting process. When applied to the exchange rate modeling, IMFs at different scales represent the influence of different investment factors on the market volatility and risk exposure.

(2) Secondly, we estimate the ARMA-GARCH model for individually extracted data components using the model training data. The conditional mean and conditional standard deviation are forecasted using ARMA-GARCH model, with normal assumption [26]. The model lags for both ARMA and GARCH models are determined using the model tuning data set by minimizing the AIC information criteria [26].

(3) Thirdly, we assume that there is nonlinear relationship between the individual risk factors and the total risk estimate. We use the DBN based nonlinear ensemble model to combine individual forecasts of both conditional mean and conditional standard deviation at different scales. This would produce the ensemble forecasts of conditional mean and conditional standard deviation.

(4) Fourthly, with the estimated ensemble conditional mean and conditional standard deviation, we forecast the future VaR using the standard parametric approach [3]. Assuming the normal distribution, VaR at confidence level $cl$ is calculated as in Eq. (6) [3].

$$VaR_a = -\mu + \sigma Z_a$$

Where $a = 1 - cl$. $Z_a$ is the normal variate at quantile $a$. $\mu$ and $\sigma$ is the conditional mean and conditional standard deviation.

3. Empirical Studies

In this section, we conducted the empirical investigation of the performance of the proposed model against the benchmark model. ARMA-GARCH model is used as the benchmark model since it is one of the most robust models that provides the baseline performance in the literature [7]. During the empirical evaluation, we have used the extensive market dataset across major exchange markets. These exchange rates include Australian Dollar against Dollar (AUD),
Dollar against Canadian Dollar (CAD), Dollar against Swiss Franc (CHF), and Euro against Dollar (EURO). All data were downloaded from the Quandl, which stores a large number of data from different sources and makes it easy for investors to access the data publicly [27].

The dataset covers the period from 23, July 2007 to 3, August 2018. It contains 2772 daily observations. When constructing the dataset, the original data has been transformed using the log difference transformation. In this study, the first 70% of the dataset was used as the model training set, to estimate the ARMA-GARCH model. The rolling window was set to the length of the training set. The holding period was assumed to be 1 day. The rolling time window was moved one step ahead each time. The next 21% of the dataset is used as the model tuning dataset, to train and estimate the DBN model. The remaining 9% of the dataset, i.e. 250 observations, was reserved as model test dataset, to evaluate the model performance. The historical data is decomposed into 8 groups of mutually independent IMFs using the EMD method. The software implementations include tensorflow firm Google, the Python, R and the matlab software, as well as various packages including Keras, numpy, etc [28]. The DBN is implemented using the software packages provided by [29].

Firstly we calculate the descriptive statistics and statistical test of data distribution characteristics. Results are listed in table 1.

Table 1. Descriptive statistics and statistical tests

<table>
<thead>
<tr>
<th>Statistics</th>
<th>AUD</th>
<th>CAD</th>
<th>CHF</th>
<th>Euro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(x10-5)</td>
<td>-7.2658</td>
<td>9.6327</td>
<td>-10.6395</td>
<td>-13.6789</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.0099</td>
<td>0.0068</td>
<td>0.0080</td>
<td>0.0067</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.6691</td>
<td>-0.0954</td>
<td>-1.7297</td>
<td>0.1900</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>15.2254</td>
<td>8.7051</td>
<td>48.4565</td>
<td>6.0503</td>
</tr>
<tr>
<td>JB Test</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>BDS Test</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0109</td>
</tr>
</tbody>
</table>

Results in Table 1 show that the exchange rate movement is characterized by non-normal distribution, with complex nonlinear behavior. The rejection of the null hypothesis for Jarque-Bera test confirms the non-normal distribution of the exchange rate movement. The rejection of the null hypothesis of BDS tests confirms that the exchange rate movement are not independently distributed. AUD market has the highest level of standard deviation while Euro market has the lowest level of standard deviation. Exchange rate has negative skewness in all exchange markets expect for Euro exchange market. Heavy tails with prevalence of extreme or transient events are observed in exchange rate distribution in all exchange markets as indicated by significant kurtosis value. Among four exchange markets, the kurtosis value is especially large in the Swiss Frac market.

Then we conduct the experimenting to forecast the one step ahead VaR using different models. When estimating the DBN model, the empirical volatility is chosen as the proxy for the latent volatility level. It was calculated over a one year running time window, i.e. 250 trading days. The VaR model performance is evaluated using the back testing procedure [3]. The main performance measure is the number of exceedance calculated from the back testing procedure. We also calculate the p values of the test statics for the unconditional coverage test using the number of exceedances [3]. For benchmark ARMA-GARCH model, lag one is used and the model form is ARMA(1,1) - GARCH(1,1). As for DBN network, the network structure is 1 input layer, 3 hidden layers and 1 output layer, with 8-50-50-50-1 structure. For the initial tuning phase, the learning rate for is 0.005 and the maximal number of iterations is 40. For the fine tuning phase, the learning rate is 0.01 and the maximal number of iterations is 300. The activation function is Rectified Linear Unit (ReLU). The parameters for DBN model is trained on a interval of 126 trading days, i.e. the network is trained twice a year.

The forecasting accuracy in terms of different performance measures are listed in table 2.
Table 2. The model performance using the out-of-sample test data

<table>
<thead>
<tr>
<th>Models</th>
<th>$N_{AU}$</th>
<th>$N_{CAD}$</th>
<th>$N_{CHF}$</th>
<th>$N_{Euro}$</th>
<th>$P_{AU}$</th>
<th>$P_{CAD}$</th>
<th>$P_{CHF}$</th>
<th>$P_{Euro}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AG_{95%}$</td>
<td>13</td>
<td>16</td>
<td>7</td>
<td>8</td>
<td>0.8853</td>
<td>0.3294</td>
<td>0.0828</td>
<td>0.1632</td>
</tr>
<tr>
<td>$AG_{97.5%}$</td>
<td>8</td>
<td>11</td>
<td>5</td>
<td>5</td>
<td>0.4965</td>
<td>0.0817</td>
<td>0.6000</td>
<td>0.6000</td>
</tr>
<tr>
<td>$AG_{99%}$</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0.3805</td>
<td>0.3805</td>
<td>0.7580</td>
<td>0.2781</td>
</tr>
<tr>
<td>$AG_{Average}$</td>
<td>8.3333</td>
<td>10.3333</td>
<td>5</td>
<td>4.6667</td>
<td>0.5875</td>
<td>0.2639</td>
<td>0.4803</td>
<td>0.3471</td>
</tr>
<tr>
<td>$DBN_{95%}$</td>
<td>15</td>
<td>14</td>
<td>9</td>
<td>10</td>
<td>0.4812</td>
<td>0.6691</td>
<td>0.2860</td>
<td>0.4529</td>
</tr>
<tr>
<td>$DBN_{97.5%}$</td>
<td>7</td>
<td>11</td>
<td>7</td>
<td>6</td>
<td>0.7656</td>
<td>0.0817</td>
<td>0.7656</td>
<td>0.9188</td>
</tr>
<tr>
<td>$DBN_{99%}$</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>0.7580</td>
<td>0.0594</td>
<td>0.7580</td>
<td>0.7419</td>
</tr>
<tr>
<td>$DBN_{Average}$</td>
<td>8.3333</td>
<td>10.3333</td>
<td>6.3333</td>
<td>6</td>
<td>0.6683</td>
<td>0.2701</td>
<td>0.6032</td>
<td>0.7045</td>
</tr>
</tbody>
</table>

Where $AG_{cl}$, $DBN_{cl, cl} = [95\%, 97.5\%, 99\%, Average]$ refers to VaR estimate using ARMA-GARCH model and Deep Belief Network model at $cl$ confidence level. The $Average$ refers to the average value of VaR estimates at $cl$ confidence levels.

In terms of the average p value, both the proposed model and ARMA-GARCH model have passed the unconditional coverage test as no p value is less than 0.05 at all confidence levels. As for ARMA-GARCH model, the risk forecasts are more aggressive in AUD and CAD markets since the number of exceedances are less than the theoretical values. They are more conservative in CHF and Euro markets since the number of exceedances are larger than the theoretical values. Compared with the benchmark model ARMA-GARCH model, risk forecasts produced by DBN based model are more conservative in AUD and CAD markets at 95% and 97.5% confidence levels and more aggressive in CHF and Euro markets at all confidence levels. Thus the DBN based model produces generally more optimal forecasts. In terms of the average p value, the DBN based model performs better than ARMA-GARCH model. We found that using the DBN model leads to the best out-of-sample forecasting performance. The use of nonlinear ensemble integrating forecasts at 8 different scales shows that forecasts at different scales do not contribute the same weight in the nonlinear ensemble algorithm. In the meantime, the DBN model is trained on a less regular basis. The model parameters remain the same between two different trainings. The resulting improved risk estimation accuracy implies that multiscale structure for the contribution of forecasts at different scales are stable over a half year period.

4. Conclusions

In this paper, we have proposed a DBN based nonlinear ensemble model with EMD technique, for estimating value at risk. DBN has been used to aggregate the ensemble multiscale risk forecasts in the foreign exchange market. Positive performance improvement in risk estimates have been observed. Results in this paper have demonstrated that the use of DBN model could identify more optimal ensemble weights and better integrate the partial information from extracted risk estimates. This approach leads to the forecasting accuracy improvement of the multiscale VaR estimate models. Work in this paper implies that new innovative deep learning model can take into account the domain knowledge in the risk estimate field to gain better insights in the risk estimate field and achieve the improved forecasting accuracy.
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