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Abstract

With the popularity of the deep learning model in the engineering fields, it has attracted significant research interests in the economic and finance fields. In this paper, we use the deep learning model to capture the unknown complex nonlinear characteristics of the crude oil price movement. We further propose a new hybrid crude oil price forecasting model based on the deep learning model. Using the proposed model, major crude oil price movement is analyzed and modeled. The performance of the proposed model is evaluated using the price data in the WTI crude oil markets. The empirical results show that the proposed model achieves the improved forecasting accuracy.
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1. Introduction

The crude oil price movements are subject to diverse influencing factors. The dynamic complicated interactions among these factors result in the mysterious behavior of the crude oil price movement, whose characterization and prediction remained one of the most interesting and intriguing research issues in the economic and financial analysis field. Recently numerous empirical studies have revealed the nonlinear nature of economic and financial data, where traditional methods such as linear prediction methods are not able to analyze the complex nonlinear dynamics involved [1]. [2] used the Qual VAR model to model the nonlinear autocorrelation characteristics of WTI crude oil price changes and forecast its future movement. They found that the Qual VAR model outperforms the benchmark Random Walk and VAR model. [3] proposed a Hidden Markov Model (HMM) with threshold effect to model hidden factors influencing the crude oil price movement. They demonstrated that the proposed models outperform the ARMA model, in h-day ahead forecasting exercise. On the other hand, the Artificial Intelligence (AI) and Machine Learning (ML) based approaches received more and more research interests. [4] used the Recurrent Neural Network (RNN) to forecast the crude oil indices. [5] proposed a Genetic Algorithm optimized Neural Network model to forecast the crude oil price fluctuations. They showed this evolutionary neural
network model brings statistically significant performance improvement. [6] provided a comprehensive survey on the AI and ML based crude oil forecasting models.

The deep learning model is a new artificial intelligence paradigm developed beyond the neural network. It has become a popular phenomenon in the computer science and engineering fields such as image recognition, text classification and speech recognition recently. For example, [7] proposed HMM-DNN model for speech synthesis method. In addition to the HMM-DNN model, the CNN model and the RNN model are also applied to the construction of speech recognition models. However, the deep learning model has only been introduced to the financial field quite recently. There are some very early exploratory attempts. For example, [8] proposed a deep learning hierarchical decision models and used it to construct new portfolio with the desired level of performance. Empirical studies show that the proposed model achieves the superior performance. [9] predicted the real estate price by combining the Boltzmann machine with the genetic algorithm. [10] applied the convolution neural network to the biological aspects of DNA-protein transcription prediction. [11] used the deep belief network model to predict the short-term power load in Macedonia from 2008 to 2014. The empirical results showed that the deep belief network model has obvious advantages compared with the traditional forecasting models.

In this paper we propose a new Deep learning based hybrid crude oil price forecasting methodology to model the nonlinear dynamics involved in the crude oil price movement and forecast its future movement at higher level of accuracy. Taking into account both the linear and non-linear characteristics of historical data, we integrate the prediction results of the ARMA model and the prediction results of the deep learning model. Empirical studies have been conducted using the major crude oil prices to evaluate the performance of the proposed model. The superior performance of the crude oil price forecasting model using the deep belief network and recurrent neural network provide the empirical evidence that the market is inefficient in the regional and sub markets. Work in this paper shows methodologically the merit of the deep learning model in tracking and capturing the nonlinearity and dynamic crude oil price movement. When analytic solutions are lacking, it would provide the best approximation to the nonlinear dynamics in the crude oil price movement. It contributes to the literature by providing a new methodology on how the deep learning model can be used to improve the crude oil forecasting accuracy.

The rest of the paper proceeds as follows. In section 2 we provide a brief account of the deep belief network and long short term memory model, two typical deep learning models. We further propose the deep learning based hybrid crude oil price forecasting model. In section 3 we report the results from the empirical studies using the major crude oil prices. We further analyze the results. Section 4 concludes with some summarizing remarks.

2. Methodology

Since the seminal work of Hinton in 2006, Deep Learning received significant research interests from both academia and industry. Actually deep learning algorithms train the neural network model with multiple layers [12]. This method constructs a neural network to describe and explain the intrinsic relationship in historical data[13][14]. Compared with traditional neural network with the same structure, Deep Learning reduces the adverse impact of local minima issue in classic neural network models trained using traditional algorithms. Deep Learning is more suitable to deal with non-linear data than traditional neural networks. It extracts effective features which are helpful to understand the data or signal through multi-layer network. Deep Learning extracts one or more than one data futures from different scope in each layer, and uses these features as the inputs of next layer, so that the abstract features of higher layers are getting through assembling the data features of lower layers. So far the popular deep learning models include Restricted Boltzmann Machine (RBM), Convolutional Neural Networks (CNNs), Deep Belief Networks (DBNs), Deep Recurrent Neural Networks (DRNNs) etc. Among them Deep Belief Networks (DBNs) has demonstrated the excellent performance[15]. It can deal with the issues which are associated with applying back-propagation to deeply layered neural networks traditionally, such as long learning time, necessity of a substantial labeled dataset for training, and inadequate parameter selection techniques that lead to poor local optima[16]. As for the Long Short Term Memory (LSTM) network proposed by Hochreiter and Schmidhuber [17], it can resolve some of the fundamental mathematical difficulties in modeling long sequences. For these reasons, we use DBN and LSTM to forecast crude oil prices to improve prediction accuracy.
2.1. Deep Belief Network

The Deep Belief Network is constituted by a stack of Restricted Boltzmann Machines, which in turn are Boltzmann Machines (BMs) with a single layer of feature-detecting units. Each RBM perceives pattern representations from its lower layer and learns to encode them in unsupervised fashion. To be specific, each RBM gets output through studying the parameters of last RBM when it trains its own parameters dependently. The structure of Deep Belief Network is shown in Figure 1.
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The RBM includes a single visible layer and a single hidden layer. The joint probability for a RBM is defined as (1).

\[
P_{\theta}(v, h) = \frac{1}{Z(\theta)} e^{-E(v,h;\theta)} = \frac{1}{Z(\theta)} \prod_{i,j} e^{W_{ij}v_ih_j} \prod_i e^{b_i} \prod_j e^{a_jh_j}
\]  

(1)

Where the set of visible units is \( v \), the set of hidden units is \( h \). \( \theta = \{W, a, b\} \) indicates the parameters, \( Z \) is the partition function, which is given by:

\[
Z(\theta) = \sum_{v,h} e^{-E(v,h;\theta)}
\]

and \( E \) is the energy of the joint configuration \((v,h)\), which is defined as (2).

\[
E(v,h,\theta) = -a^T h - b^T v - v^T Wh = - \sum_{i,j} v_i W_{ij} h_j - \sum_j a_j h_j - \sum_i b_i v_i
\]

(2)

Where \( W \) is a matrix which represents the symmetric interaction between visible unit \( i \) and hidden unit \( j \) while \( b_j \) and \( a_j \) are their bias terms. The DBNs greedily train each layer from the lowest to the highest, while each RBM layer independently learns its parameters and the previous layer’s activations are used as the inputs of the next layer.

2.2. Long Short Term Memory Network (LSTM)

Long Short Term Memory Network is a new type of Recurrent Neural Network (RNN) [17]. As shown in Figure 2, LSTM contains many subnetworks in a recursive manner. The subnetworks are known as memory cells and each memory cell contains one or more self-loop memory units and three multiplication units. Three multiplication units are represented by input gate, output gate and forget gate. They control the flow of information. Cells are connected recurrently to each other, replacing the usual hidden units of ordinary recurrent networks.
For one hidden layer in LSTM, activation function is used in forward propagation, and gradient is used in backward propagation. We use \( w_{ij} \) to represent the weight of information transfer from neuron \( i \) to \( j \). Moreover, we use \( I, H \) and \( C \) to represent the number of cells in input layer, the number of cells in hidden layer, and the number of memory cells separately. At time \( t \) the input value of neuron \( j \) is \( a^t_j \) and through the processing of activation function, the output is represented by \( b^t_j \).

If we assume the input is time series \( x \) with length \( T \), the functions at different layers in a typical forward propagation LSTM is defined as follows [18].

The input and output values of input gate \( l \) at time \( t \) are defined as (3) and (4).

\[
\begin{align*}
a^t_l & = \sum_{i=1}^{I} w_{il} x^t_i + \sum_{h=1}^{H} w_{hl} b^{t-1}_h + \sum_{c=1}^{C} w_{cl} s^{t-1}_c \\
\end{align*}
\]

(3)

Where \( w_{il}, w_{hl} \) and \( w_{cl} \) represent the weight of information transfer from input layer, hidden layer and memory cell to input gate separately.

\[
\begin{align*}
b^t_l & = f(a^t_l) \\
\end{align*}
\]

(4)

Where \( f \) refers to the activation function of input gate.

The input and output values of forget gate \( \phi \) are defined as (5) and (6).

\[
\begin{align*}
a^t_\phi & = \sum_{i=1}^{I} w_{i\phi} x^t_i + \sum_{h=1}^{H} w_{h\phi} b^{t-1}_h + \sum_{c=1}^{C} w_{c\phi} s^{t-1}_c \\
\end{align*}
\]

(5)

Where \( w_{i\phi}, w_{h\phi} \) and \( w_{c\phi} \) represent the weight of information transfer from input layer, hidden layer and memory cell to forget gate separately.

\[
\begin{align*}
b^t_\phi & = f(a^t_\phi) \\
\end{align*}
\]

(6)

Where \( f \) refers to the activation function of forget gate.

The memory cell \( c \) is defined as (7) and (8).
\[ d_c' = \sum_{i=1}^{I} w_{ic} x_i^t + \sum_{h=1}^{H} w_{hc} b_h^{t-1} \] (7)

Where \( w_{ic} \) and \( w_{hc} \) represent the weight of information transfer from input layer and hidden layer to memory cell separately.

\[ s_c^t = b_{\phi} s_c^{t-1} + b_{\theta} g(a_c') \] (8)

Where \( s_c^t \) refers to the state information of memory cell \( c \) at time \( t \), \( g \) refers to the input activation function of memory cell.

The input and output values of output gate \( \omega \) are defined as (9) and (10).

\[ a_{\omega}^t = \sum_{i=1}^{I} w_{i\omega} x_i^t + \sum_{h=1}^{H} w_{h\omega} b_h^{t-1} + \sum_{c=1}^{C} w_{c\omega} s_c^{t-1} \] (9)

Where \( w_{i\omega}, w_{h\omega} \), and \( w_{c\omega} \) represent the weight of information transfer from input layer, hidden layer and memory cell to output gate separately.

\[ b_{\omega}^t = f(a_{\omega}^t) \] (10)

The output of memory cell is defined as (11).

\[ b_c^t = b_{\phi} h(s_c^t) \] (11)

Where \( h \) refers to the output activation function of memory cell.

2.3. A Deep Learning based Hybrid Crude oil price Forecasting Model

The deep learning based hybrid crude oil price forecasting model is divided into two stages: the individual forecasting stage and the hybrid forecasting stage. In the individual forecasting stage, we make forecasts based on either time series model and Deep Learning model individually. On one hand, the time series model is used as the baseline model to capture the linear data feature. It may include Random Walk and ARMA models. On the other hand, the deep learning model is used to capture the nonlinear data feature. There are many different deep learning models. Two typical deep learning models are the deep belief network model and the long short term memory model. The forecasting of the nonlinear components is conducted in the following steps: (1) In the typical time series framework, the AIC minimization criterion is used to choose the optimal lag order; (2) Determine the deep learning network structure, including the number of hidden layers, the activation function of the neurons, the learning rate, and the number of trainings. Use the training data to train the network parameters; (3) Forecast the crude oil price for the test set with the trained deep learning network structure, using the rolling windows method.

Secondly, as we assume that the crude oil price movement have both linear and nonlinear dynamics, we combine the forecasts from the ARMA model together with the forecasts from the deep learning models to produce the crude oil price forecasts.

\[ y_t = \omega_{lm} \hat{r}_{lm} + \omega_{nlm} \hat{r}_{nlm} \] (12)

Where \( \omega \) refers to the weights for different forecasts. \( lm \) refers to the linear models such as ARMA and Random Walk model and \( r_{lm} \) refers to the estimate value based on linear models. \( nlm \) refers to the employed nonlinear models such as the Deep Belief Network or Long Short Term Model (LSTM) and \( r_{nlm} \) refers to the estimate value based on nonlinear models. In this paper we assume the equal contribution that both linear and nonlinear models made, i.e. 0.5 for both coefficients \( \omega \).
3. Empirical Studies

This paper uses the historical data of the WTI crude oil market to evaluate the performance of the proposed models. The data are downloaded from the website of Quandl, which is a public domain data warehouse (https://www.quandl.com/). The time span for each crude oil price is from July 23, 2007 to February 24, 2017, with a total of 2409 daily observations. We divided the original data set into two parts, where 70% of the data in the whole dataset was used as a training set for the parameters estimation of deep belief network and LSTM, and the remaining 30% of the data as a test set to evaluate the performance of the models. The data is log-differenced to remove the trend factor. It is further standardized during the deep learning training process. The standardization process is reversed at the end of modeling process to produce the actual forecasts. Deep learning models used in this paper are implemented in the TensorFlow framework proposed by Google as well as various python packages such as keras, pandas, etc. The descriptive statistics of mainstream crude oil prices were analyzed by descriptive statistics such as mean, standard deviation, skewness, kurtosis and Jarque-Bera normality test and BDS test as in Table 1.

Table 1: Descriptive statistics and statistical tests

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Mean_{x10^{-4}}</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>p_{JB}</th>
<th>p_{BDS}</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTI</td>
<td>4.0207</td>
<td>0.0251</td>
<td>-0.0831</td>
<td>7.6730</td>
<td>0.001</td>
<td>0</td>
</tr>
</tbody>
</table>

Results in Table 1 show the complex nonlinear dynamic data features in the crude oil price data, whose distribution deviates from the usual normal distribution. As far as the downside risk measure is concerned, the skewness is non-zero. The significant kurtosis value indicates the probability of extreme event occurrence. The p value is less than 0.05 cutoff value for both JB test and BDS test. This indicates that the distribution of the crude oil price movement does not conform to the normal distribution and the crude oil price movement may contain nonlinear dependence in data. The parameters of deep learning models are determined as follows. The lag is set to 2, identified using AIC minimization criteria during the time series modeling phase. As for DBN model, the number of hidden layers is set to 4, the number of hidden neuron is set to 100, the input node is 2, the output node is 1, the activation function is sigmod, the learning rate in the model is set to 0.01, the maximum number of iterations is set to 2000 times. As for LSTM model, the number of hidden layers of the LSTM model is set to 2, the hidden neuron is set 4, the input node is 2, the output node is 1, and each node is set to 4, the ADAM algorithm is used as the optimization algorithm of the model, the Mean Squared Error (MSE) method as the target loss function of the model.

Table 2: Out-of-sample Performance Comparison of Different Models

<table>
<thead>
<tr>
<th>Statistics</th>
<th>RW</th>
<th>ARMA</th>
<th>DBN</th>
<th>RW-DBN</th>
<th>ARMA-DBN</th>
<th>LSTM</th>
<th>RW-LSTM</th>
<th>ARMA-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE_{x10^{-4}}</td>
<td>5.3235</td>
<td>5.4753</td>
<td>5.3236</td>
<td>5.3224</td>
<td>5.3811</td>
<td>5.5219</td>
<td>5.3868</td>
<td>5.4504</td>
</tr>
<tr>
<td>CW_{RW}</td>
<td>N/A</td>
<td>0.9726</td>
<td>0.3655</td>
<td>0.3655</td>
<td>0.9612</td>
<td>0.7794</td>
<td>0.7794</td>
<td>0.9360</td>
</tr>
<tr>
<td>CW_{ARMA}</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0345</td>
<td>0.0004</td>
<td>0.0345</td>
</tr>
</tbody>
</table>

Results in Table 2 show that the optimal performance is achieved using RW-DBN model when the MSEs are the smallest among all models. In general, the MSEs are lower from DBN based model than those from LSTM based model. This indicates the superior forecasting power of DBN model when compared to the LSTM model, in the WTI crude oil market. The superior performance of DBN based model against the benchmark ARMA model is statistically significant. However, it is not statistically significant when the predictive power is tested against the RW model. We found in general the combination of Random Walk or ARMA model with the deep learning model would lead to lower MSE values, which indicates the improvement in the forecasting accuracy. Interestingly the forecasting accuracy of ARMA based combination is lower than the Random Walk based combination. For example, the MSE for ARMA-DBN model is lower than MSE of RW-DBN model.

The forecasted values from the proposed models as well as the original returns are illustrated in Figure 3.
It can be seen from Figure 3 that DBN based model tracks the actual returns more closely than the LSTM model. LSTM produces forecasts with significantly larger fluctuation range, with very large value of transient events. This observation is consistent with our analysis of the results in Table 2. In the fast changing crude oil data, the LSTM model may not adapt to changes fast enough to incorporate the new changes available. The market is mostly dominated with shorter term memory behavior.

4. Conclusion

In this paper, we apply the emerging deep learning model to the crude oil price forecast. More specifically we identified two particular deep learning models, i.e. the deep belief network and the recurrent neural network, to be useful in modeling the nonlinear dynamics in the crude oil price movement. We construct a hybrid model that combines the forecasts from ARMA model as well as the forecasts from the deep learning models. We have conducted the empirical studies using the representative WTI crude oil market. We found the introduction of Deep Learning model in the crude oil price models lead to the improved forecasting accuracy. Work in this paper implies that there is exploitable forecasting opportunity in the crude oil price movement. More accurate modeling of the nonlinear dynamics in the crude oil price movement is critical to the further understanding of the determinant underlying the crude oil price movement. In the meantime, we found that the performance of the deep learning model is very sensitive to the parameters. Increasing model complexity with more hidden layers and hidden neurons may not necessarily lead to higher level of nonlinear modeling accuracy. This performance constraint may be attributed to the limited types of deep learning model attempted. It merits further research in constructing some innovative forecasting models based on different types of deep learning models.
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