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\begin{abstract}
Medical information retrieval plays an increasingly important role to help physicians and domain experts to better access medical-related knowledge and information, and support decision making. Integrating the medical knowledge bases has the potential to improve the information retrieval performance through incorporating medical domain knowledge for relevance assessment. However, this is not a trivial task due to the challenges to effectively utilize the domain knowledge in the medical knowledge bases. In this paper, we proposed a novel medical information retrieval system with a two-stage query expansion strategy, which is able to effectively model and incorporate the latent semantic associations to improve the performance. This system consists of two parts. First, we applied a heuristic approach to enhance the widely used pseudo relevance feedback method for more effective query expansion, through iteratively expanding the queries to boost the similarity score between queries and documents. Second, to improve the retrieval performance with structured knowledge bases, we presented a latent semantic relevance model based on tensor factorization to identify semantic association patterns under sparse settings. These identified patterns are then used as inference paths to trigger knowledge-based query expansion in medical information retrieval.

Experiments with the TREC CDS 2014 data set: 1) showed that the performance of the proposed system is significantly better than the baseline system and the systems reported in TREC CDS 2014 conference, and 2) demonstrated the capability of tensor-based semantic enrichment methods for medical information retrieval tasks.
\end{abstract}
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\section{Introduction}
With the exponential growth of medical related information, the retrieval of high quality results is becoming more critical. For medical applications like the Clinical Decision Support System (CDSS), an effective and reliable information retrieval (IR) system is the basis to provide scientific evidences to support the clinical decision making, facilitate the translation of latest research outcomes into practice and improve the quality of health care [1]. The challenges are from (a) the inherent complexity of medical languages such as obscure medical terminologies and ambiguous abbreviations, and (b) the associated variety of information needs from different types of users, such as patients and physicians [2].

The complexity and ambiguity of medical languages result in vocabulary mismatch between queries and documents, which makes the conventional keyword-based IR methods often ineffective in medical IR tasks. Semantic knowledge bases and concept mapping techniques are with the potential to solve this problem through annotating and analyzing the information with a common medical terminology and semantic relations including the classifications, term dependencies, hierarchies, etc.

Integrating the semantic relations is able to access and use the rich information of domain knowledge to enable accurate inferences for varying information needs. Ontologies and associated semantic information are useful resources to
extract structured knowledge for IR. For instance, a user submits a query to search for the information of fever treatment. There is a document introducing “aspirin”, a medication used to treat fever. Human experts may judge that this document is relevant to the user’s query. However, this relevance could not be automatically identified without the knowledge bases which contain the association in the form of a triple (“aspirin”, “may_treat”, “fever”).

Studies also showed that the proper incorporation of semantic information in knowledge bases is critical to the performance of medical IR [3]. One of the most effective approaches is knowledge-based query expansion, which is a well-known method to bridge the gap between query terms and actual user information needs [4]. With the expanded set of terms, there is a higher probability to identify and retrieve relevant documents that do not contain the terms in the original query. In addition, query expansion is flexible to be integrated with existing IR systems.

However, there are a number of problems that need to be addressed when we incorporate the semantic information in knowledge bases: (a) Most medical knowledge databases suffer from the incompleteness and lack of reasoning capability over relations [5]; (b) The noisy samples and the inaccuracy of concept mapping set higher requirement for the model to achieve good performance. For instance, a study showed that the precision of concept mapping through MetaMap is only 71.8% [6]; (c) Similar to many real-world datasets, the observed data is generally sparse because of the incompleteness of knowledge bases and the limited annotated samples. Therefore, there is a crucial need to develop a systematic methodology to address the aforementioned problems, and effectively incorporate the semantic knowledge bases for medical IR.

To address these challenges, we developed a semantically enhanced medical IR system based on a two-stage query expansion strategy. The system first expanded the original query through incorporating new terms from initially retrieved documents. Then, we proposed a latent semantic relevance model for the system to capture the relevant concepts and semantic relations between concepts through extracting semantic triples from knowledge bases. The system built the third-order tensor to represent the ternary relations, and adapted tensor factorization methods to estimate the latent features of the semantic association triples. Advantages of the proposed tensor factorization based latent feature model are summarized as follows: (a) the incompleteness problem can be formed as filling in missing entries in relational datasets. Tensor factorization is widely used for this kind of problems such as link prediction [7]. (b) Multi-way analysis is more robust to noise over two-way matrix analysis benefiting from the power of multi-liner algebra [8]. (c) Tensor factorization provides the unique capability to work well under sparse settings such as recommender systems [9]–[11]. Tensor factorizations have been demonstrated to be an effective way to resolve the sparsity problem by breaking the independence of multiple interaction parameters [12].

Based on the proposed latent semantic relevance model, we identified effective semantic patterns to trigger knowledge-based query expansion. Our system is able to incorporate medical knowledge bases to infer the actual user needs and improve the performance of medical IR tasks. Experiments with the TREC CDS 2014 dataset demonstrate that the performance of the proposed system is significantly better than the baseline and the best results reported in TREC CDS 2014 conference, and is comparable with state-of-the-art approaches on this retrieval task.

The rest of this paper is organized as follows. Section II summarizes related work on semantic IR and tensor factorization based applications. Section III introduces notations and preliminaries. The proposed medical IR system is presented in Section IV. Experiment results are evaluated in Section V. We conclude the paper in Section VI with discussions of future work.

II. RELATED WORK

In this section, we review the literatures related to this work from two perspectives: (a) knowledge-based medical information retrieval, and (b) the applications of tensor factorization in data mining.

A. KNOWLEDGE-BASED MEDICAL INFORMATION RETRIEVAL

Medical information retrieval aims to discover the scientific evidences to support decision making with medical domain knowledge. Knowledge bases developed by domain experts are able to enhance the understanding of free text with domain knowledge. Structured knowledge bases represent the information as a set of knowledge graphs, which consist of the entities (nodes) and the relations (edges) between them. This kind of knowledge representation has a long history in logic and artificial intelligence. More recently, it is used in the Semantic Web Community to create a “web of data” which is processable and comprehensible by computer programs [13]. In particular, the Unified Medical Language System (UMLS) is a widely used knowledge base in medical domain. UMLS is a repository of biomedical terms, concepts, and the relations between them from multiple resources [14].

Several studies explored the integration of knowledge bases to improve medical IR performance. Liu and Chu proposed a knowledge-based query expansion method which appends the original query with additional terms that are specifically relevant to the query’s scenarios such as diagnosis and treatment of diseases [15]. Martinez et al. presented an automatic query expansion method based on random walks over the UMLS semantic knowledge base, and showed that query expansion with terms beyond synonymy is an effective approach to identify the similarity between the query and documents [16]. Otegi et al. performed both query expansion and document expansion using a lexical database on IR tasks for question answering, and showed that their methods are complementary with pseudo-relevance feedback [17]. Sfakianaki et al. proposed a natural language
processing a clinical research question to a query that contains only terms of biomedical ontologies. Their research demonstrated the capability of biomedical ontologies and entity annotation algorithms to bridge the gap between clinical questions in natural language and biomedical literature [18]. Mao et al. proposed a new medical IR system enhanced by manually assigned subject terms (Medical Subject Headings, MeSH). The proposed system constructs generative concept models to capture the associations between queries and documents [19]. Koopman et al. proposed a medical IR system that integrates structured knowledge resources, statistical information retrieval methods, and the semantic inference in a unified framework for large-scale IR applications [20]. In addition, indexing and retrieval software packages (i.e. Lucene and Indri) are widely adopted to build large-scale IR applications [21], [22]. In this paper, we integrated Solr, a search platform built on Lucence, as the base component to build the medical IR system [23].

In particular, providing access to relevant biomedical literature in a clinical setting has the potential to enable and support the evidence-based medicine. In order to encourage the research in this field, the Text REtrieval Conference (TREC) has been hosting the Clinical Decision Support (CDS) track since 2014 [24]. TREC CDS track released the dataset and requested participants to develop effective medical IR systems to provide relevant medical documents to clinicians to improve their decision-making in diagnosing, treating, and testing patients. The integration of medical knowledge bases and query expansion methods are widely used by the participants of this track. However, the performance of knowledge-based approaches was not satisfactory. The organizers pointed out that the poor performance of existing approaches could be resolved with available training data to tune the parameters [25]. In this paper, the available TREC CDS data is leveraged to explore a new supervised learning approach to enhance the performance of knowledge-based medical IR.

B. TENSOR FACTORIZATION FOR DATA MINING

Tensors are multidimensional arrays to describe the linear relations between objects. Tensors provide a natural framework for representing and solving problems in a wide range of areas. Tensor factorization is the higher-order extensions of matrix factorization, which is able to capture the latent patterns in multi-way datasets [26]. Tensor factorization (or tensor decomposition) has been successfully applied to a rich set of data mining and machine learning problems including computer vision, link prediction, recommender systems etc. Compared with matrix decomposition approaches, tensor factorization explicitly exploits the multi-way structure which will be lost when collapsing the tensor to matrices. The most well-known decomposition methods are CANDECOMP/PARAFAC (CP) decomposition and Tucker decomposition, which can be treated as the high order extension of matrix singular value decomposition (SVD) and principal component analysis (PCA) [26]. Shashua and Hazan introduced the non-negative tensor factorization algorithm for the applications in computer vision such as sparse image encoding [27]. Dunlavy et al. illustrated the three-dimensional tensor model are effective for temporal link prediction using CP decomposition [28]. Tensor based methods have been widely used in recommender systems through identifying the underlying similarity and association between objects with factorization techniques [29]. In Semantic Web, Franz et al. proposed a three-dimensional tensor based approach for faceted authority ranking in the context of knowledge bases, and obtained better performance as compared with conventional graph-based ranking methods [30]. Chang et al. proposed a tensor factorization approach for knowledge based embedding to discover new relations missing in knowledge bases [31]. Nakatsuji et al. developed a new semantic sensitive tensor factorization method to incorporate semantics for recommender systems, and achieved a higher accuracy compared with other tensor-based methods without semantic information in knowledge bases [32]. Different from the aforementioned studies, we propose a novel method to capture the semantic relevance patterns based on tensor factorization to improve the performance of medical IR.

III. NOTATIONS AND PRELIMINARIES

To develop the knowledge-based medical IR system, we incorporate the domain-specific information extracted from UMLS, a widely used knowledge base in medical domain. In the UMLS, synonymous terms are clustered into concept, and concepts are linked to other concepts in the semantic network. In addition, concepts are broadly categorized by means of semantic types [14]. For instance, the semantic information extracted for two concepts “fever” and “infectious mononucleosis” is shown in Figure 1. They are assigned with semantic types “finding” and “disease or syndrome” respectively, and connected with the semantic relation “disease has finding” in the UMLS semantic network. The terms such as “high body temperature” and “fever”, which have the same meaning, are grouped into a unified concept with concept identifier “C0015967”.

Let $\chi$ denote a tensor, which is the higher-order generalization of vector and matrix. The order (also known as way or mode) of a tensor is the number of dimensions. Vectors are first-order tensors, which are denoted by boldface...
lowercase letters, e.g., \( a \). Matrices are second-order tensors, which are denoted by boldface capital letters, e.g., \( A \).

An entry of a vector is \( a_i \) and an entry of a third-order tensor is \( x_{ijk} \). The terms “factorization” and “decomposition” refer to the same process to factorize the tensor to generate decomposed components. There are multiple decomposition methods such as Tucker decomposition and CP decomposition. The Tucker decomposition decomposes a tensor into a core tensor that multiplied by a matrix along each mode. The CP decomposition decomposes a tensor into the sum of component rank-one tensors as shown as follows [26].

\[
\chi \approx \sum_{r=1}^{D} a_r \circ b_r \circ c_r \tag{3.1}
\]

The symbol “\( \circ \)” represents the outer product of the vectors. \( D \) represents the number of components in this CP model.

The smallest number of components in an exact CP decomposition, which means equality holds in (3.1), is defined as the tensor rank. The definition of tensor rank is similar to matrix rank but they have quite different properties. Particularly, the tensor rank cannot be calculated by any known algorithm. For a general third-order tensor \( \chi \in \mathbb{R}^{I \times J \times K} \), a weak upper bound on its maximum rank is known as [33].

\[
\text{rank}(\chi) \leq \min(IJ, JK, IK) \tag{3.2}
\]

In practice, the number of components in the CP decomposition, as \( D \) in (3.1), is usually determined by fitting various rank-\( D \) CP models, which will be further discussed in Section IV.B.2.

The CP decomposition can be considered as a special case of the Tucker decomposition, with the advantage of uniqueness [34]. For the rest of this paper, CP decomposition is adopted as the method for tensor factorization, and we use a simple third-order tensor as an example to explain how to use CP decomposition to extract the latent feature representations for objects encoded in the tensor. A typical use of the third-order \((R^{m \times n \times l})\) tensor is to model the relational data such as the interactions of objects \( A, B \) and \( C \) as shown in Figure 3. An entry \( x_{ijk} \) in the tensor denotes the interaction of the triple \((A_i, B_j, C_k)\).

In this example, each entry in the tensor model is the inner product of three decomposed latent feature vectors \( a_i = (a_{i1}, a_{i2}, \ldots, a_{iD}) \), \( b_j = (b_{j1}, b_{j2}, \ldots, b_{jD}) \) and \( c_k = (c_{k1}, c_{k2}, \ldots, c_{kD}) \), in the form of

\[
x_{ijk} \approx \sum_{r=1}^{D} a_{ir} b_{jr} c_{kr} \tag{3.3}
\]

Thus, the latent feature representation is created for objects encoded in the tensor. These vectors are called the latent feature representation because they could not be observed explicitly, and they define both the representation and relations between these objects in the latent feature space. Once the decomposed representation is found, the interaction of any triple \((A_i, B_j, C_k)\) can be recovered with the equation (3.3).

The rest part of this section is the preliminaries for the alternating least squares method for the CP decomposition. The factor matrices are the combinations of the decomposed latent feature vectors, e.g. \( A = [a_1, a_2, \ldots, a_D] \) and likewise for \( B \) and \( C \). Then the CP decomposition can be expressed as \( \chi' \), which is an approximation of the original tensor \( \chi \).

\[
\chi \approx \chi' = [A, B, C] \tag{3.4}
\]

To reduce the complexity of tensor decomposition problem, the third-order tensor can be unfolded into matrices through one of the three modes represented by \( \chi_{(1)}, \chi_{(2)} \) and \( \chi_{(3)} \). For example, one of the matricized forms of the tensor is as follows.

\[
\chi_{(1)} \approx \chi'_{(1)} = A (C \odot B)^T \tag{3.5}
\]

And it has the property that

\[
A = \chi'_{(1)} (C \odot B) \left( (C^T C) \times (B^T B) \right)^\dagger \tag{3.6}
\]

The symbol “\( \odot \)” denotes the Khatri-Rao product and “\( \dagger \)” denotes the Moore-Penrose pseudoinverse. See [26] for details.

IV. THE PROPOSED MEDICAL IR SYSTEM

We developed a semantically enhanced medical IR system, which has a two-stage query expansion strategy (as shown in Figure 4) to integrate the pseudo relevance feedback and the knowledge-based query expansion to improve the performance of retrieving relevant documents for queries. In general, relevance feedback is to statistically discover the implicit relevant information to improve the recall of retrieved documents, while knowledge-based query expansion is to infer a user’s actual needs with domain knowledge.
to improve the precision. First, we proposed the incremental pseudo relevance feedback (incremental PRF) approach for query expansion to obtain the initial ranking list of retrieved documents. Second, we developed an enhanced knowledge-based query expansion method with a novel latent semantic relevance model. The proposed method will re-rank the documents retrieved by the incremental PRF in the first stage. For instance, when a user input a query, the system will first (a) use incremental PRF to expand the query and obtain the top 1000 relevant documents based on the search platform (Solr). Then, the system will (b) use the proposed latent semantic relevance model to expand the query based on medical knowledge bases. In the end, the system will (c) use the expanded query based on knowledge to re-rank the 1000 relevant documents as the final retrieval result.

A. INCREMENTAL PSEUDO RELEVANCE FEEDBACK

Relevance feedback methods are widely used to reformulate the original query using expansion features from the retrieved relevant documents. The popular pseudo-relevance feedback method assumes that top retrieved documents are relevant to the query so that the terms from these documents can be used for expansion [4]. Usually a fixed setting is used across different queries, but it’s not optimal because of the variety of queries and feedback documents. Improper expansion may cause query drift, and proper expansion could identify more relevant documents. The effectiveness of expansion methods can be evaluated directly from their impact on the IR result [35]. Therefore, an optimal approach is to extract proper and effective expansion terms from top-ranked retrieved documents for each query. In order to select proper expansion terms, we proposed a heuristic approach, which iteratively uses the scores returned by Solr retrieval system as an indicator to boost the similarity scores between queries and documents.

The Rapid Automatic Keyword Extraction (RAKE) is applied to extract keywords from top retrieved documents [36]. RAKE is an extremely efficient method, which can operate on individual documents and able to extract phrases instead of a single keyword. Using this algorithm, related keywords from potential related documents are exploited to improve the recall of the medical IR system. The incremental strategy is applied to evaluate the proper set of expansion terms iteratively and control the expansion process with a threshold to reduce the risk of query drift.

B. LATENT SEMANTIC RELEVANCE MODEL

After we performed the incremental PRF, the system will obtain a list of top 1000 documents related to the query. In this section, we introduce the knowledge-based query expansion with a latent semantic relevance model, which is able to provide the optimal expansion paths under sparse settings, and we use the expanded query to re-rank the 1000 documents to obtain the final results.

1) TENSOR BASED SEMANTIC ASSOCIATION REPRESENTATION

To incorporate the UMLS semantic network for knowledge-based query expansion, the query terms are mapped to UMLS concepts first, and then the related concepts in the semantic network could be selected as expansion concepts. However, the semantic network covers a wide range of related concepts, some of which may be useless or even harmful for the retrieval of relevant documents. Intuitively, domain-specific semantic types (i.e. “disease or syndrome” and “sign or symptom”) and semantic relations (i.e. “may treat” and “disease has finding”) would play more important roles in medical IR through facilitating the relevance assessment between queries and documents. To effectively identify query concepts to be expanded, and the expansion paths through different semantic relations, we deploy a data-driven approach by extracting the semantic associations between queries and relevant/irrelevant documents. For instance, there is a query containing the concept “fever.” Among all labeled
documents, there are 57 documents containing concepts of one or more drugs (i.e. “aspirin”) for fever treatment. 50 out of these 57 documents are labeled as relevant to the query, while the other 7 are labeled as irrelevant. In this example, the semantic concept triples such as (“aspirin”, “may_treat”, “fever”) could be utilized to improve the performance by adding the expansion concepts “aspirin” for query concept “fever”.

For medical IR tasks with large-scale dataset and a small number of labeled documents, it is unrealistic to capture every possible semantic association to support query expansion. In addition, the data could be very sparse given the large number of possible semantic associations. In UMLS, the semantic types (i.e. “pharmacologic substance”), which represent a high level generalizations of semantic concepts (i.e. “aspirin”), could be utilized to reduce the complexity without losing substantial details for specific tasks [37], [38]. For example, the semantic association triple for the aforementioned triple (“aspirin”, “may_treat”, “fever”) is (“pharmacologic substance”, “may treat”, “finding”). Therefore, in this paper, we extract the semantic association triples based on the semantic types (as shown in Figure 5). Further, as incorporating knowledge bases has the problems of incompleteness, noise and sparsity, we presented the latent semantic relevance model based on tensor factorization to (a) filter out the noise of observed semantic type triples, and (b) estimate the existence of unobserved triples for relevance assessment. Then a ranked list of all possible semantic type triples (including observed and unobserved triples) will be generated to serve as the candidate expansion paths for the corresponding query. Section IV.B.3 will explain the expansion process in details.

Benefiting from its high dimension, tensor provides the natural representation for heterogeneous features such as the dependencies between concept pairs with different semantic relations (Figure 5) in the form of (semantic type in the query, semantic relation, semantic type in the document). Different semantic relations have different impact on the relevance assessment, and multiple semantic relations make the model a natural third-order tensor.

We define the notations as query semantic types \( \{q_i\} \), semantic relation \( \{s_j\} \), and document semantic types \( \{d_k\} \). We performed CP decomposition with \( D \) components so that each element in the tensor is calculated as the inner product of the three latent feature vectors \( q_i, s_j \) and \( d_k \). For each triple \( (q_i, s_j, d_k) \), the value \( f(q_i, s_j, d_k) = x_{ijk} \) is assigned to reflect the association of the three elements in the triple.

\[
f(q_i, s_j, d_k) = \sum_{r=1}^{D} q_{ir} s_{jr} d_{kr} \tag{4.1}
\]

\( x_{ijk} \) is then used to assess the semantic relevance of the corresponding queries and documents. Initially, we assign the value for observed triples based on the association rules to infer relevance based on the occurrence of each triple independently. Thus, we calculate the proportion of extracted triples in relevant documents to infer the conditional probability of relevance given the occurrence of this triple as below.

\[
f_0(q_i, s_j, d_k) = \frac{C_f(q_i, s_j, d_k)}{C_f(q_i, s_j, d_k)} \tag{4.2}
\]

\( C_f(q_i, s_j, d_k) \) is the count of triple \( (q_i, s_j, d_k) \) of the full training set, and \( C_f(q_i, s_j, d_k) \) is the count of observed triple \( (q_i, s_j, d_k) \) of relevant training samples. The value for each triple is in the range of 0 to 1. The proper rank-\( D \) decomposition and then restoring the original tensor is an approach to eliminating part of the estimation variance and noise [39].

2) TENSOR FACTORIZATION

Estimation of the existence of unobserved triples for relevance assessment is based on the aggregation of possible semantic relations between concepts, which is inherently similar to the link prediction of semantic networks. Particularly, Alternating Least Squares method for CP decomposition (CP-ALS) yields a good performance for predicting semantic relations in a subset of UMLS [40]. Therefore, we adopted CP-ALS method for tensor factorization in our system.

For CP-ALS method, the rank of tensor is an input parameter to be determined. The choice of the rank for CP decomposition is still an open problem that cannot be solved by any known methods. In practice, the solution is to generate CP decompositions with different numbers of components until the fitting rate reaches a certain threshold. However, simply fitting the original tensor could not determine the optimal rank in this problem due to the existence of missing entries. A standard practice is to impute the missing value, and then use the factorization to re-impute the missing entries [41]. The optimal estimation of the rank will then be determined based on the fitting of the known entries in the original tensor. In this paper, we adopted a similar approach based on CP-ALS method and a heuristic optimization algorithm. First, the mean value of known entries is used as the initial value for estimation of missing entries. Second, we incorporated a weighted error function [41] for the rank estimation.

\[
f_w(A, B, C) = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{r=1}^{D} (w_{x_{ijk}} (x_{ijk} - x'_{ijk}))^2,
\]

where

\[
w_{x_{ijk}} = \begin{cases} 
1, & \text{if } x_{ijk} \text{ is a known entry} \\
0, & \text{if } x_{ijk} \text{ is a missing entry} 
\end{cases} \tag{4.3}
\]
$x'_{ijk}$ is the entry value of $\chi'$, which is recovered with the equation (3.3) after decomposition. The modified CP-ALS algorithm with a weighted error function has been adopted to provide the high quality estimation of latent features as follows.

**Algorithm 2** Weighted Fitting for CP-ALS Decomposition for Third-Order Tensor

**Input:** tensor $\chi$
- minimal rank $r_{min}$
- maximal rank $r_{max}$
- error ratio $\epsilon$

**Output:** decomposed components

1: $r = r_{min}$
2: Initialize $A$, $B$ randomly
3: Repeat
4: $r = r_{min}$
5: $C = \chi(3)(B \odot A)((B^T B) \times (A^T A))^{\dagger}$
6: $B = \chi(2)(C \odot A)((C^T C) \times (A^T A))^{\dagger}$
7: $A = \chi(1)(C \odot B)((C^T C) \times (B^T B))^{\dagger}$
8: Recover the tensor $\chi' = [A, B, C]$ from CP decomposition.
9: Calculate $f_w(A, B, C) = \sum_i \sum_j \sum_k \{w_{ijk}(x_{ijk} - x'_{ijk})^2\}$
10: Until $f_w(A, B, C)$ ceases to improve or maximum iterations exhausted.
11: Increase $r$
12: Until $\frac{\sum_i \sum_j \sum_k \{w_{ijk}(x_{ijk} - x'_{ijk})^2\}}{\|x\|} \leq \epsilon$, OR $r = r_{max}$.
TABLE 2. Example of TREC CDS 2014 queries.

<table>
<thead>
<tr>
<th>Topic number</th>
<th>Medical Query Information</th>
</tr>
</thead>
</table>
| 2            | <topic number="2" type="diagnosis"> 
|              | &lt;description&gt;An 8-year-old male presents in March to the ER with fever up to 39 C, dyspnea and cough for 2 days. He has just returned from a 3-day vacation in Colorado. Parents report that prior to the onset of fever and cough, he had loose stools. He denies upper respiratory tract symptoms. On examination he is in respiratory distress and has bronchial respiratory sounds on the left. A chest x-ray shows bilateral lung infiltrates. &lt;/description&gt; 
|              | &lt;summary&gt;8-year-old boy with 2 days of loose stools, fever, and cough after returning from a trip to Colorado. Chest x-ray shows bilateral lung infiltrates.&lt;/summary&gt; 
|              | &lt;/topic&gt; |
| 21           | <topic number="21" type="treatment"> 
|              | &lt;description&gt;A 21-year-old female is evaluated for progressive arthralgias and malaise. On examination she is found to have alopecia, a rash mainly distributed on the bridge of her nose and her cheeks, a delicate non-palpable purpura on her calves, and swelling and tenderness of her wrists and ankles. Her lab shows normocytic anemia, thrombocytopenia, a 4/4 positive ANA and anti-dsDNA. Her urine is positive for proteins and RBC casts. &lt;/description&gt; 
|              | &lt;summary&gt;21-year-old female with progressive arthralgias, fatigue, and butterfly-shaped facial rash. Labs are significant for positive ANA and anti-double-stranded DNA, as well as proteinuria and RBC casts. &lt;/summary&gt; 
|              | &lt;/topic&gt; |

detailed information of the case; whereas the “summary” is the simplified version which contains less irrelevant information. The task is to retrieve a set of medical documents to support the diagnosis of this case through identifying the relevance between the query (“summary” or “description”) and the documents from PubMed central. In this research, we evaluated the medical IR performance of all the 30 queries provided by this track, including 10 queries for each of the three types.

B. EXPERIMENT SETUP

The procedure of the experiment is as follows. In the preprocessing step, we extracted the information from the original XML files of queries and documents. Solr [23], a Lucene-based full-text search engine, is then used to build the index for all documents. The text retrieval algorithm BM25 was used for the initial ranking of documents. To build the proposed latent semantic relevance model introduced in Section IV.B, semantic association triples are extracted from queries and documents labeled as relevant or irrelevant. MetaMap [42] is used for concept mapping from the text in the queries and documents to UMLS knowledge base. Next, the system will retrieve the semantic relations between the concepts in the semantic network of UMLS knowledge base. The proposed rank estimation and CP decomposition algorithms are implemented based on the basic functions in a public Python library for multi-linear algebra and tensor factorizations [43].

For cross-validation, we divided test queries into three groups according to their types for diagnosis, test and treatment respectively. For each query used for training, all documents labeled as relevant are included in the training set, and the same number of irrelevant documents are selected randomly to be included in the training set. Only summary section of each medical case report is used as the initial input for retrieval. For parameter settings, incremental ratio for incremental PRF and number of expansion terms for knowledge-based query expansion are learned with the polling method using the training set.

C. EVALUATION RESULTS

The evaluation of the proposed medical IR system follows the standard TREC evaluation method for ad hoc retrieval tasks. Because it is not feasible to obtain complete relevance judgements for this huge collection of documents, inferred measures were adopted by TREC evaluating the performance. In particular, documents with a high relevance score (judged by competing systems) were sampled for human experts to judge the relevance as “not relevant,” “possible relevant,” or “definitely relevant.” These human labeled samples were then used to evaluate the performance of competing systems. In this study, we followed TREC standard and adopted the inferred Normalized Discounted Cumulative Gain (infNDCG) and inferred Average Precision (infAP) [44]. The performance for 3-fold cross-validation is shown in Figure 7. We evaluated the performance of three systems – the baseline system of Solr, the PRF system that incorporated the incremental pseudo relevance feedback introduced in Section IV.A, and the proposed system that incorporated both the PRF and knowledge-based query expansion system introduced in Section IV. The results demonstrated that the newly proposed methods demonstrated significant improvement over the baseline (an improvement of 38.65% to 100.81% across the 3 groups). The sample of identified semantic triples, top 1000 documents list for each query and evaluation results are available online (https://github.com/wanghaolin/SemanticMedIR/tree/master/data).

In addition to infNDCG and infAP, we also adopted the standard Precision at rank 10 (P10) provided by the official evaluation program of TREC. The results of all three evaluation methods are shown in Table 3. The proposed system with the two newly introduced methods achieved the best performance among the three systems. In Table 4, we compared the results of the proposed system with the performance of the top 3 results in terms of infNDCG reported by Roberts, Simpson et al. [25]. The results demonstrated that the performance of the proposed system outperformed state-of-the-art approaches on this retrieval task. However, it’s worth noting, as recommended by TREC, cross-system comparisons should be avoided because different approaches have their unique novelty from different perspectives. The superior performance of the proposed system showed the potential of incorporating knowledge...
bases using tensor factorization to enhance medical IR methods.

As an active research area, a variety of approaches are explored recently with the same dataset to optimize the performance of medical information retrieval. Our experiment results are comparable with the state-of-the-art systems developed by Zheng and Wan [45] and Balaneshin-kordan and Kotov [46]. In particular, the method presented in [46] and our method used both explicit and latent concepts from documents and knowledge bases. It is worth noting that the two approaches tackled the problem from two perspectives. The method in [46] focused on optimizing the query expansions using different sources to improve the retrieval performance. In our system, we used tensor factorization to extract meaningful semantic associations, rather than explicitly focusing on the retrieval performance. Both approaches are important to our understanding of how to use knowledge bases for information retrieval. It is an interesting future research topic to explore the feasibility to integrate both approaches to develop a more accurate and reliable medical information retrieval system.

VI. CONCLUSION

In this research, we proposed a medical IR system with a two-stage query expansion strategy, based on the incorporation of semantics from knowledge bases with tensor factorization methods. Experiments with the TREC dataset demonstrated the effectiveness of the proposed system. The proposed system has the potential to be adapted in other machine learning and medical informatics applications, like recommender systems, ontology learning, bioinformatics, etc. In our future research, we will (a) evaluate the performance of the proposed system with other medical IR datasets; (b) explore the feasibility of integrating the proposed tensor-based latent semantic relevance model with the probabilistic tensor decomposition framework to further enhance the performance of the medical IR system through introducing a Bayesian approach [32],[47]; (c) implement the system in real-world medical decision support applications through the collaboration with doctors and decision makers in local hospitals.
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