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Abstract—Energy forecasting is important because it enables infrastructure planning and power dispatching while reducing power outages and equipment failures. It is well-known that federated learning (FL) can be used to build a global energy predictor for smart grids without revealing the customers’ raw data to preserve privacy. However, it still reveals local models’ parameters during the training process, which may still leak customers’ data privacy. In addition, for the global model to converge, it requires multiple training rounds, which must be done in a communication-efficient way. Moreover, most existing works only focus on load forecasting while neglecting energy forecasting in net-metering systems. To address these limitations, in this paper, we propose a privacy-preserving and communication-efficient FL-based energy predictor for net-metering systems. Based on a dataset for real power consumption/generation readings, we first propose a multi-data-source hybrid deep learning (DL)-based predictor to accurately predict future readings. Then, we repurpose an efficient inner-product functional encryption (IPFE) scheme for implementing secure data aggregation to preserve the customers’ privacy by encrypting their models’ parameters during the FL training. To address communication efficiency, we use a change and transmit (CAT) approach to update local model’s parameters, where only the parameters with sufficient changes are updated. Our extensive studies demonstrate that our approach accurately predicts future readings while providing privacy protection and high communication efficiency.

Index Terms—Energy prediction, privacy preservation, communication efficiency, federated learning, and Smart grids.

I. INTRODUCTION

Smart grid is a contemporary paradigm for a clean, reliable, and intelligent power system. It includes an advanced metering infrastructure (AMI) consisting of a set of smart meters (SMs) deployed at the customers’ premises. The electric utility server uses this infrastructure to collect fine-grained energy consumption readings for billing, load monitoring, and energy forecasting [1]. Moreover, to reduce greenhouse gas emissions in smart grid and generate more green energy, a utility server may incentivize its customers to install renewable resources, such as solar panels on their rooftops, and sell the excess generated energy by injecting it directly into its grid [2]. This system is called net-metering, in which the SMs report net readings which are the difference between the consumed and generated energy instead of reporting only the energy consumption readings [3], [4]. Hence, the reported reading can be positive, i.e., when the energy consumed by a customer is higher than the generated energy, or negative, i.e., when the generated energy is higher than the consumed energy. The net-metering system is adopted in various countries, such as the USA, Italy, and Brazil, due to its advantages [3].

Energy prediction has a pivotal role in the development of a smart grid since it enables effective and efficient management of the generated energy [5]. This is because predicting the future energy demand helps in properly fine-tuning the plan and operation mode of the power system by determining the amount of energy that should be generated and distributed to end customers [6]. Moreover, it does not only provide a good vision for infrastructure planning, marketing, and power dispatching, but also reduces the economical loss, power outages, and equipment damage/failures by optimizing the system’s operations. Hence, to achieve the aforementioned improvements, an accurate energy forecasting model is needed, which requires collecting the fine-grained meter readings of the customers [5].

In order to predict future energy demand, different solutions have been proposed in the literature, including statistical methods, such as Auto-Regressive Integrated Moving Average (ARIMA) [7], and machine learning methods [5], [8]–[12]. Among existing solutions, it has been found that deep learning (DL) solutions are the most accurate because they can extract and learn the temporal and non-linear correlations within the energy readings, and hence provide accurate energy prediction [11], [13]. Besides, to create an accurate energy predictor, the data used to train the model should be collected from different households to increase its size and diversity. To do that, most of the existing solutions in the literature use the energy readings of different customers to train the predictor [14], [15]. However, this approach may violate the customers’ privacy
as the fine-grained readings may be used to reveal sensitive information about the customers [16]–[18]. This information can be the appliances being used, when occupants sleep, return home, or whether they are on vacation, etc, which may be abused, e.g., for criminal activities such as burglary [16].

Very few works in the literature have investigated this privacy problem by using the emerging federated learning (FL) [6], [17]. The fundamental idea of FL is to build a global model without disclosing the customers’ raw data. More specifically, in FL, edge nodes, at the customer-side, use their data to train local machine learning models. Then, they send the updated local models’ parameters to a centralized utility server to aggregate them and update the global model for energy prediction. The design goal is to achieve the following properties: (1) the customers’ private data are not directly revealed; (2) the amount of data transmitted between the customers’ edge nodes and the utility server is lowered since only the updated model’s parameters are sent instead of sending a massive amount of customers’ readings; and (3) the burden of storing a massive amount of customers’ data by the utility server to train the model is reduced.

Despite the aforementioned advantages achieved by using the FL, the proposed solutions in [6], [17] are still vulnerable to privacy attacks because the model’s parameters may enable adversaries to learn private information about customers by launching attacks such as membership inference [19] and model inversion [20]. Although privacy-preserving data aggregation schemes [21] can be used to hide the local models’ parameters and enable the utility server and customers to compute a global model, the existing schemes are not communication-efficient because they produce large-sized ciphertexts. Moreover, the proposed solutions in [6], [17] are not communication-efficient because they adopt the basic FL approach in which all the updated model’s parameters are sent to the aggregation server in every round.

Moreover, all the above works [5]–[15], [17] only investigate energy predictors for consumption metering systems, where renewable energy generators are not deployed at the customer-side and SMs only report energy consumption readings, and none of them investigate net-energy predictors for net-metering systems. The problem is different and more challenging in net-metering systems because the predictor, in this case, not only depends on the customers’ consumption behavior as in consumption metering systems, but it also depends on other factors such as the solar irradiance. In other words, net readings depend on both energy consumption and generation patterns simultaneously which should be taken into consideration in the predictor design. Although Razavi et. al. [22] have compared the performance between consumed energy and net-energy forecasting, the customers’ privacy preservation is largely ignored in their work. In addition, the correlation between net readings and solar irradiance has not been investigated.

Therefore, in this paper, we address the aforementioned limitations by investigating how to enable the utility server to efficiently build a global predictor for net-metering systems to accurately predict future net readings without learning neither the customers’ training data nor the parameters of the local models to preserve the customers’ privacy. To do that, we design a multi-data-source hybrid DL-based predictor that learns the correlation between net readings and solar irradiance to make more accurate prediction. We repurpose an efficient inner-product functional encryption (IPFE) cryptosystem [23] for implementing a communication-efficient and privacy-preserving data aggregation scheme and using it in training a global predictor. The idea is that the edge nodes, at the customer-side, train local models using their net readings and the corresponding solar irradiance values, and then, they encrypt the models’ parameters and send the ciphertexts to the utility server. Next, our scheme allows the utility server to use the ciphertexts of the local models’ parameters to build the global model without learning the parameters of the customers’ models. Finally, we leverage a change and transmit (CAT) approach to train the global model in a communication-efficient way. The idea of this approach is that instead of sending all the updated models’ parameters in each round, only the parameters that have sufficiently been changed from previous round are transmitted. Our privacy-preserving data aggregation scheme reduces the size of the encrypted model’s parameters by producing shorter ciphertexts while the CAT approach lowers the number of transmitted parameters.

To the best of our knowledge, this is the first work that investigates energy forecasting in net-metering systems using FL. Our main contributions in this paper are highlighted as follows.

- We prepared a dataset for net-metering systems to be used for training and evaluating our net-energy predictor by processing real power consumption and generation readings from the Ausgrid dataset [24] and solar irradiance records from SOLCAST website [25].
- We design a multi-data-source hybrid DL-based net-energy predictor to forecast future net readings. The proposed predictor not only uses net readings, but also exploits solar irradiance information to enhance the performance of the net-energy prediction.
- We repurpose an efficient IPFE cryptosystem [23] for implementing a secure data aggregation scheme to preserve customers’ privacy during the FL training process of the global predictor by thwarting model inversion and membership inference attacks. Comparing to the existing aggregation schemes based on the Paillier cryptosystem, our aggregation scheme is more efficient in terms of the amount of exchanged data between the utility server and the customers’ edge nodes during the FL process.
- To further reduce the communication overhead, we propose a CAT approach when transmitting the updated model’s parameters.
- Extensive experiments are conducted and the results indicate that the proposed predictor is accurate in predicting the future net-energy while preserving the customers’ privacy. Moreover, our privacy-preserving data aggregation scheme results in about 96% reduction in the communication overhead compared to the existing schemes based on the Paillier cryptosystem and the CAT approach leads to about 90% saving in the communication bandwidth.
with a slight impact on the global model performance.

The rest of this paper is organized as follows. The existing works in the literature are discussed in Section II. Then, Section III presents the network/threat models and design goals. Some preliminaries are explained in Section IV. Our proposed approach is discussed in Section V. Section VI presents the evaluation results. Finally, conclusions are drawn in Section VII.

II. RELATED WORKS

In this section, we overview the previous works on energy prediction in the smart grid based on two categories: non-FL-based approaches and FL-based approaches.

A. Non-FL-Based Approaches

The energy forecasting methods proposed in the literature can be classified into statistical methods, e.g., ARIMA [7], and machine learning methods such as support vector machine (SVM) [8], decision tree (DT) [9], convolutional neural networks (CNNs) [10], and long short-term memory (LSTM) [5], [11], [12]. Among these methods, it has been found that DL-based methods outperform other methods because they can extract and learn the temporal and non-linear correlations within the energy readings, and hence provide more accurate energy predictions [11], [13].

Moreover, predicting the future required energy by each individual customer is challenging due to the dynamic and stochastic nature of the energy consumptions of individual customers [22], [26]. For the predictor to accurately estimate the future required energy of individual customers, it should be trained on a large-sized and diverse energy consumption history [6], [17]. Therefore, customer-specific predictors may not be accurate and effective because this causes an energy prediction latency and hampers the energy prediction for new customers. To overcome this challenge, several papers [14], [15], [22] have proposed generalized energy predictors trained on the historical data of many customers to increase the size of the dataset and ensure its diversity. However, in these works, the utility server collects the customers’ data and uses it to train a prediction model. Revealing customers’ fine-grained readings does cause a serious privacy concern because the data can be analyzed for sensitive information about the customers. Examples of this information include the appliances being used, when customers sleep and return home, or whether they are on travel, etc.

Furthermore, energy forecasting can be classified into consumed energy and net-energy forecasting [22]. Unlike consumed energy forecasting that only concerns about the prediction of future consumption readings, net-energy forecasting is concerned about predicting the difference between the consumed and generated energy (i.e., future net readings). Razavi et. al. [22] have compared the performance between the consumed energy and net-energy forecasting, and shown that the inclusion of the generated energy deteriorates the predictor’s performance because it adds another source of uncertainty in addition to the energy consumption behavior. Although it has been shown [22] that net-energy forecasting is more challenging than consumed energy forecasting, preserving the customers’ privacy is largely neglected in this paper. In addition, the correlation between net readings and solar irradiance has not been investigated in [22]. Unlike [22], in our paper, we have investigated this correlation and demonstrated that the solar irradiance can enhance the prediction performance of our net-energy predictor.

B. FL-Based Approaches

As discussed in the previous subsection, a privacy issue arises if the utility server collects customers’ fine-grained readings to train a global model. The schemes proposed in [6], [17] attempt to resolve this privacy issue by using an FL approach to train an energy forecasting model on the readings of several customers without revealing their readings. The idea is that the customers’ edge nodes train local models using their energy consumption readings, and then, they send the parameters of their trained local models to the utility server to build the global prediction model using the local models’ parameters without accessing the customers’ readings. However, it has been found that the disclosure of the model parameters can still result in privacy leakages by launching attacks, such as membership inference [19] and model inversion [20]. Therefore, to preserve the customers’ privacy, both meter readings and models’ parameters should not be disclosed by using FL and encryption, respectively.

Although in FL, only the model parameters are sent instead of the training data, the global model needs multiple training rounds to reach convergence. Therefore, unlike the existing papers [6], [17] that use the basic FL approach when sending model parameters, in our paper, we use a CAT approach to achieve communication efficiency. In [6], [17], all the local model parameters are sent in every communication round; however, in our paper, only the model parameters that sufficiently change from the previous round are sent. Moreover, the existing works [6], [17] have investigated forecasting the future required energy only for consumption metering systems, and none of the existing works have investigated the use of FL to forecast the future net-energy in net-metering systems. Also, none of the existing works including [6], [17] have designed a multi-data-source predictor to accurately forecast the future required energy. Table I summarizes the differences between our paper and the existing works. It can be seen that our work is more privacy-preserving as it can achieve the confidentiality of both data and local models’ parameters by using FL and encryption to hide the customers’ data and models’ parameters, respectively. Our work is also more communication-efficient than the existing works as it can reduce both the size of transmitted data and the number of transmitted model’s parameters by using FL and CAT approach, respectively.

III. NETWORK/THREAT MODELS AND DESIGN GOALS

A. Network/Threat Models

As shown in Fig. 1, the following three main entities are considered in our network model:
### Table I: Comparison between our work and the existing works.

<table>
<thead>
<tr>
<th>Work</th>
<th>Net-metering system</th>
<th>Multi-data-source</th>
<th>Privacy preservation</th>
<th>Communication efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Data confidentiality</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>local model's parameters confidentiality</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Messages’ size reduction</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Messages’ number reduction</td>
<td></td>
</tr>
<tr>
<td>[5], [7]–[15], [26]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[22]</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[6], [17]</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Ours</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

![Network model](image)

Fig. 1: Network model.

**Key Distribution Center (KDC).** The KDC bootstraps the system by generating the public parameters and secret keys for both the utility server and customers.

**Utility server.** The utility server needs to predict the future required energy by the customers for energy management. It adopts the FL approach to build a global machine learning model for energy prediction. It first initializes the parameters of the model and broadcasts it to the customers to train their local models on their local data. Then, the utility server aggregates the local models’ parameters received from the customers to update the parameters of the global model and sends it back to the customers for another round of training. This process is repeated until the global model converges.

**Customers.** The customers have local renewable energy generators, such as rooftop solar panels, to generate energy. They also have net meters to periodically measure fine-grained readings representing the difference between their consumed and generated energy. These readings are used by customers to locally train machine learning models for net-energy forecasting. In each round of FL, customers train the local models based on their net readings, encrypt the updated local models’ parameters, and send them to the utility server.

Our threat model considers both external and internal adversaries as follows:

- **External adversaries.** An adversary may eavesdrop on the communication channels between customers and the utility server, capture the transmitted data, and attempt to infer sensitive information about the customers.
- **Internal adversaries.** The utility server is honest-but-curious, i.e., it runs the FL approach honestly, but may be curious to learn sensitive information about the customers. The customers participating in FL are also honest-but-curious, i.e., they follow the protocol of FL training honestly, but may be curious to infer sensitive information about others. Moreover, some customers may collude with each other and/or with the utility server to infer sensitive information about customers.

Adversaries may launch membership inference and model inversion attacks to infer sensitive information about the customers if their local models’ parameters are disclosed.

**B. Design Goals**

1) **Privacy preservation:**

   - **Data confidentiality:** The scheme should not leak information about the customers’ readings, which are used to train their local models, to eavesdroppers, the utility server, and other customers.
   - **Local model’s parameters confidentiality:** The scheme should not also leak information about the customers’
local models’ parameters to be secure against the membership inference and model inversion attacks.

2) Efficiency: The scheme should efficiently use the communication bandwidth by reducing the number and size of the exchanged messages between the utility server and customers during the FL training.

3) Accuracy: The net-energy forecasting model obtained from FL should accurately predict the future net-energy and achieve comparable performance to a corresponding model trained directly on the combined net readings of all customers.

IV. PRELIMINARIES

In this section, we briefly discuss the basics of some deep neural networks which will be used in our predictor. In addition, we briefly explain the IPFE scheme proposed by Kim et al. [23].

A. Long Short-Term Memory (LSTM) Networks

Net-meter readings are time-series data, which is an example of sequential data because the readings form an ordered sequence of values at different time steps. If we want to predict the next net reading in a sequence given the previous net readings, our prediction model should be capable of capturing the time correlations (time dependencies) between these readings.

A recurrent neural network (RNN) is a type of neural networks suitable for handling sequential data because it has a sort of memory that can memorize the inputs and states from the past and use them to predict the output at the current time [27]. However, traditional RNNs suffer from the vanishing gradient problem that prevents them from learning the long-term dependencies between the data points in a sequence. A long short-term memory (LSTM) network is a variant of RNNs that can handle the vanishing gradient problem via an advanced cell structure with gates to regulate the flow of information through the cell (i.e., selectively add/remove information to/from the internal cell state). First, the forget gate removes the irrelevant history by controlling which parts of the previous cell state, \( C_{t-1} \), are kept and which parts are thrown away. Next, the input gate determines the important parts of the new information to be retained and the parts to be neglected. The outputs from the forget and the input gates are added together to update the cell state, \( C_t \). Finally, the output gate determines the parts of the cell state to be outputted to the next LSTM cell.

The typical architecture of an LSTM cell is shown in Fig. 2. As we observe from the figure, the output of the LSTM cell at a time step \( t \), namely \( h_t \), is dependent not only on the current input, \( x_t \), but also on the previous output of the cell, \( h_{t-1} \). We can also see that each LSTM cell has three gates, namely, forget, input, and output gates that control the flow of information through the cell (i.e., selectively add/remove information to/from the internal cell state).

The equations 1 to 5 [29] mathematically illustrate the operations of an LSTM cell, where \( \sigma \) and \( \tanh \) are the Sigmoid and hyperbolic tangent activation functions, respectively, \( f_t, i_t, \) and \( o_t \) are the Sigmoid activation outputs for the forget, input, and output gates, respectively, \( W_f, W_i, W_o, \) and \( W_c \) are the weights for the input \( x_t \), \( f_t, U_i, U_o, \) and \( U_c \) are the weights of the previous output \( h_{t-1}, b_f, b_i, b_o, \) and \( b_c \) are the biases, and \( \odot \) is the Hadamard product, which is an element-wise multiplication.

\[
f_t = \sigma (W_f x_t + U_f h_{t-1} + b_f) \tag{1}
\]

\[
i_t = \sigma (W_i x_t + U_i h_{t-1} + b_i) \tag{2}
\]

\[
o_t = \sigma (W_o x_t + U_o h_{t-1} + b_o) \tag{3}
\]

\[
C_t = f_t \odot C_{t-1} + i_t \odot \tanh (W_c x_t + U_c h_{t-1} + b_c) \tag{4}
\]

\[
h_t = o_t \odot \tanh (C_t) \tag{5}
\]

B. Convolutional Neural Networks (CNNs)

A convolutional Neural Network (CNN) is a type of neural networks with an automatic feature extraction capability [30]. In other words, we do not need to manually extract features...
from the raw data before feeding them to the CNN but we
can directly feed the raw data and let the CNN implement
the feature extraction task. Although CNNs are very popular
for processing two-dimensional data like images, there is a
variant of CNNs, called one-dimensional (1-D) CNN, that can
process 1-D data such as the univariate time series of net meter
readings [30].

The typical architecture of 1-D CNN is shown in Fig.
3. As we can see from the figure, the 1-D CNN consists of
convolutional, pooling, and fully connected layers. The
convolutional layer consists of a group of parallel trained
filters that extract different features from the input data through
convolution operations. In particular, each filter is moved over
the input data with a certain stride so that the filter’s weights
are convoluted with a corresponding patch of the input data
[30]. The output of the convolutional layer is a group of feature
maps corresponding to the group of filters. The feature maps
are fed to the pooling layer, which is responsible for reducing
the dimensionality of these maps through pooling operations.
One common pooling operation is the maximum pooling,
where for each patch from a feature map, the maximum value
in the patch is chosen to represent the patch. The pooling layer
produces distilled versions of the feature maps. The output
of the pooling layer is flattened (i.e., transformed to 1-D output)
and passed to a fully connected layer that learns the relations
among the extracted features to compute the predicted value.

C. Inner-Product Functional Encryption (IPFE)

Unlike other encryption schemes, a functional encryption
(Fe) scheme allows the holder of a decryption key to decrypt
an encrypted data and only obtain a function of the data but
not the data itself. For example, given the ciphertext of a
message m and a secret key for a function f, a decryptor only
knows the value f(m) but he cannot know m. Inner-product
FE (IPFE) is a specific type of FE, where the function is the
inner-product of two vectors, including an input vector x and
another vector y associated with the function f. Thus, in an
IPFE scheme, a decryptor only knows the value of the inner-
product of x and y ⟨x, y⟩ but nothing about x. In [23], Kim
et. al. have constructed an efficient IPFE scheme that consists
of the following algorithms:

Setup(1λ) → (PP, MSK): This algorithm takes a security
parameter λ as an input and outputs public parameters PP
and a master secret key MSK. First, the algorithm selects
three multiplicative groups G1, G2, and GT of prime order
q and an asymmetric bilinear pairing e: G1 × G2 → GT
that takes two elements from G1 and G2 and maps them to
an element in GT. Then, it chooses generators g1 ∈ G1
and g2 ∈ G2. After that, it samples the matrix B ← GLn
(Zq), where GLn (Zq) is the general linear group of (n × n)
matrices over Zq, and sets the matrix B* = det(B)·(B−1)T,
where det(B) is the determinant of B and (B−1)T is the transpose
of B−1. Finally, the algorithm outputs (G1, G2, GT, g, e) as
the public parameters and (g1, g2, B, B*) as the master secret
key.

KeyGen(MSK, x) → sk: This algorithm takes as input
MSK and a vector x ∈ Zq, and outputs the secret key
sk as follows. First, it chooses a uniformly random element
α R Zq. Then, sk is calculated as sk = (K1, K2) =
g1α·det(B), g1x·B, where the second component of sk is a
vector of group elements.

Encrypt(MSK, y → ct: This algorithm takes as input
MSK and a vector y ∈ Zq, and outputs the ciphertext ct as
follows. First, it chooses a uniformly random element β R Zq.
Then, ct is calculated as ct = (C1, C2) = (g2β, g2β·y·B∗),
where the second component of ct is a vector of group elements.

Decrypt(PP, sk, ct) → z: This algorithm takes as input
the public parameters PP, a secret key sk = (K1, K2),
and a ciphertext ct = (C1, C2), and outputs z = ⟨x, y⟩ as
follows. First, it computes D1 = e(K1, C1) and D2 =
e(K2, C2). Then, it checks whether there exists a z such that
(D1)z = D2 by computing a discrete logarithm in GT. If
there is such a z, it outputs z = ⟨x, y⟩. Otherwise, it outputs
⊥, which implies that a valid z cannot be found.

V. NET-ENERGY FORECASTING IN NET-METERING SYSTEM USING FEDERATED LEARNING (FL)

Our proposed approach in this paper enables the utility
server to train a global model efficiently using FL to accurately
forecast the future net-energy of a net-metering system while
preserving the privacy of its customers.

A. Overview

The proposed approach consists of the following few steps.
First, the KDC initializes the approach by selecting the crypto-
graphic public parameters, generating the secrets, and sending
the public parameters along with the secrets to the utility
server and the customers participating in the FL process,
respectively. Second, the utility server initiates the FL process
by agreeing with the customers on the DL architecture of the
global net-energy forecasting model, initializing the model’s
parameters, and sending them to customers. Third, through
several rounds, the utility server and customers use our data
aggregation scheme to update the global model’s parameters
while hiding the parameters of the customers’ local models to
preserve privacy. In each round, upon receiving the model’s
parameters from the utility server, the customers train the
model locally on their data, encrypt the updated model’s
parameters after training, and send them to the utility server.
The utility server averages the aggregated models’ parameters
to update the global model’s parameters without the need to
know the parameters of the individual (local) models of the
customers to preserve privacy.

B. Net-Energy Forecasting Model

In this subsection, we propose a hybrid DL-based net-energy
forecasting model for a net-metering system. First, we prepare
a dataset for the net-metering system and analyze it. Then,
base on the analysis, we design the DL architecture of our
model.
1) Dataset Preparation: We exploit the publicly available dataset of real power consumption and generation readings released by Ausgrid, the largest electricity distributor in the east coast of Australia [24], to prepare our dataset. The customers included in Ausgrid dataset had homes with rooftop solar panels and SMs to record their power consumption and generation readings on half-hour granularity. The readings in the dataset were recorded from 2010 to 2013. Besides the readings, the Ausgrid dataset contains the location of each customer. Having the Ausgrid dataset, we have conducted the following preprocessing steps. First, we have removed the outliers to create a clean dataset using the same approach in [31]. Second, we have converted the individual consumption and generation readings to net readings. The range of the dataset were recorded from -11.33 to 11.22 kWh. Third, we have used SOLCAST [25], a website that provides historical weather information for any location in the world, to prepare our dataset. The dataset of real power consumption and generation readings were recorded from 2010 to 2013. Besides the readings, the Ausgrid dataset contains the location of each customer. Having the Ausgrid dataset, we have conducted the following preprocessing steps. First, we have removed the outliers to create a clean dataset using the same approach in [31]. Second, we have converted the individual consumption and generation readings to net readings. The range of the net readings in our dataset is from -11.33 to 11.22 kWh. Third, we have used SOLCAST [25], a website that provides historical weather information for any location in the world at any specified time, to obtain the solar irradiance values corresponding to the locations of the customers and the times of their readings.

2) Dataset Analysis: The correlation is a statistical means used to measure the relationship between two time-series data in a quantitative manner. The values of correlation are in the range of $[-1,1]$. If the correlation value is close to 1 or $-1$, this indicates that the two time-series data have a perfect positive or negative correlation, respectively. On the other hand, if the correlation value is close to zero, this indicates that the two time-series data are uncorrelated. A special type of correlation, called the autocorrelation function (ACF), is used to measure the relationship (correlation) between a time-series data and a lagged version of this time-series with different time lags. Consequently, the ACF can be used to characterize how the time-series data values are related to each other. In other words, the ACF can measure how the current value in a time-series data is dependent on the previous values in the time-series data.

Fig. 4 shows the ACF of the net readings of three randomly selected customers from the dataset with different time lags. As we can see from the figure, there are correlations between the current net reading and the previous net readings for all customers. Moreover, the ACF, for any customer, shows periodicity every 24 hours. Therefore, in this paper, we use the last 24 net readings of a customer to predict the next net reading of the customer. Fig. 5 shows the correlation between the time-series net readings and the corresponding time-series solar irradiance for the same customers given in Fig. 4. As we can see from the figure, the net reading decreases with the increase of the solar irradiance, which indicates a negative correlation between them. This is because when the solar irradiance increases, the amount of generated power increases, which in turn decreases the net reading. In addition, the correlation values are given in Fig. 5. The sign of the

![Fig. 4: The ACF of the net readings of three randomly selected customers.](image1)

![Fig. 5: The correlation between the net readings and the corresponding solar irradiance values for three randomly selected customers.](image2)
values indicates the direction of the correlation, while the magnitude indicates the significance of the correlation. It can be concluded that the net readings are significantly correlated with the solar irradiance values. Therefore, the solar irradiance can enhance the net reading forecasting.

3) Proposed Model Architecture: The DL architecture in our multi-data-source net-energy forecasting model is shown in Fig. 6. Given the time-series nature of the net readings, we use an LSTM module as the main building block in our net-energy predictor because it can capture the correlation between the time-series data. However, to enhance the accuracy of our predictor, the net readings are first fed to a CNN module to extract the important features from the readings before feeding them to the LSTM module. Moreover, the analysis of our dataset has revealed the existence of correlation between the net readings and the corresponding solar irradiance values. Thus, for better prediction accuracy, we develop a multi-data-source model that takes both the net readings and solar irradiance values as inputs as shown in Fig. 6. The net readings serve as the main input to perform the net-energy forecasting and the solar irradiance serves as an auxiliary input to further enhance the forecasting capability of the model by learning the dependencies between the net readings and solar irradiance values.

To predict a future net reading (e.g., \( r_{t+24} \)), the previous 24 net readings \( (r_1, r_{t+1}, \ldots, r_{t+23}) \) and the corresponding 24 solar irradiance values \( (i_1, i_{t+1}, \ldots, i_{t+23}) \) are inputted to our model. Internally, the 24 net readings sequence is divided into multiple groups of non-overlapped readings and fed to a CNN module, where the size of each group is a hyper-parameter. Each CNN is responsible for extracting the important features from a corresponding group. Similarly, the 24 solar irradiance sequence is divided into multiple groups and fed to a CNN module to extract the important features from these groups. The extracted features from each net readings group and the corresponding solar irradiance group are concatenated together and fed as a single time step features to an LSTM unit of the LSTM module. The LSTM module correlates the features of the different time steps and outputs the predicted net reading.

C. Privacy-Preserving Data Aggregation Scheme

In this subsection, we repurpose the IPFE scheme proposed by Kim et al. [23] for implementing an efficient privacy-preserving data aggregation. The IPFE scheme [23] is designed so that the master secret key is used for encryption. However, in our scenario, we have multiple users, and it is not secure to give the same secret key for multiple users. Therefore, we have split the master secret key used for encryption into multiple unique keys and we give a different secret key for each user. For encryption, each user uses his own secret key and an encryption algorithm similar to that of [23] to produce a ciphertext. For decryption, after aggregating the ciphertexts of the different users, we obtain a ciphertext that can be decrypted using a decryption algorithm similar to that of [23]. Our data aggregation scheme consists of three main phases, including initialization, encryption, and aggregation and decryption.

1) Initialization [23]: The KDC runs the following algorithms to generate the public parameters and secrets for the utility server and customers, respectively.

\[ (1^\lambda) \rightarrow (\mathcal{PP}, \text{MSK}): \] This algorithm takes a security parameter \( \lambda \) as an input and outputs public parameters \( \mathcal{PP} \) and a master secret key \( \text{MSK} \). First, the algorithm selects two cyclic additive groups \( \{G_1, G_2\} \) and a multiplicative group \( \mathbb{G}_T \) of prime order \( q \) and a bilinear pairing \( e: G_1 \times G_2 \rightarrow \mathbb{G}_T \). Then, the algorithm selects two generators \( P \) and \( Q \) of \( G_1 \) and \( G_2 \), respectively, where \( P \in G_1 \) and \( Q \in G_2 \). Note that the bilinear paring satisfies the following property: \( e(aP, bQ) = e(P, Q)^{ab} \), where \( a, b \in \mathbb{Z}_q \). Further, the algorithm computes three invertible \((n \times n)\) matrices over \( \mathbb{Z}_q \), namely, \( \{B, N_1, N_2\} \), where \( \mathbb{Z}_q \) is a finite field of prime order \( q \). Finally, the algorithm outputs \( \{G_1, G_2, \mathbb{G}_T, q, e, P, Q\} \) as the public parameters and \( \{B, N_1, N_2\} \) as the master secret key.

Note that the public parameters are shared with the utility server and customers while the master secret key is never shared with any entity, i.e., it is kept secret at the KDC.

\[ \text{KeyGenCustomer}(\text{MSK}, C_i) \rightarrow (\Delta_i, \text{SK}_{C_i}): \] This algorithm takes \( \text{MSK} \) as an input and for each customer \( C_i \), it outputs \( \Delta_i \), which is an \( n \)-dimensional vector over \( \mathbb{Z}_q \), used to mask the local model parameters, and a secret key \( \text{SK}_{C_i} \), used to encrypt them. Each customer \( C_i \) is given a different \( \Delta_i \) from the KDC for each round of the FL training. \( \text{SK}_{C_i} \) is computed as \( \text{SK}_{C_i} = (N_1^{-1}B_i', N_2^{-1}B_i'') \), where \( B_i' \) and \( B_i'' \) are two \((n \times n)\) matrices selected randomly such that \( B_i' + B_i'' = B^{-1} \).

To enable the KDC to distribute the secret keys for each customer, we follow the public-key cryptography approach. In particular, each entity, including the KDC, utility server, and customers, has a unique public/private key pair. After generating \( (\Delta_i, \text{SK}_{C_i}) \) for a customer \( C_i \), the KDC encrypts them using \( C_i \)'s public key and sends them to \( C_i \). Upon receiving the encrypted secrets, \( C_i \) uses his/her own private key to decrypt them.

\[ \text{KeyGenUtility}(\text{MSK}) \rightarrow (\text{SK}_U, \Delta): \] This algorithm takes \( \text{MSK} \) as an input and outputs the utility server secret key \( \text{SK}_U \) used to aggregate the received encrypted models’ parameters and \( \Delta \), which is an \( n \)-dimensional vector over \( \mathbb{Z}_q \), used to unmask the aggregated parameters. \( \text{SK}_U \) is computed as \( \text{SK}_U = (BN_1, BN_2) \) and \( \Delta \) is computed as \( \Delta = \sum_{i=1}^{K} \Delta_i \), where \( K \) is the number of customers participating in the FL. In each round, the utility server informs the KDC with the customers who have sent their models’ parameters and the KDC responds with \( \Delta \) corresponding to those customers.

For the KDC to distribute the secrets \( (\text{SK}_U, \Delta) \) to the utility server, it encrypts them using the utility server’s public key and sends them to the utility server. Upon receiving the encrypted secrets, the utility server uses its own private key to decrypt them.

2) Encryption: In this phase, after each customer trains the model locally on his/her private data, he/she runs the following algorithm to mask and encrypt the updated model parameters.

\[ \text{Encrypt}(\Delta_i, \text{SK}_{C_i}, X_i) \rightarrow C_{Ti}: \] This algorithm takes as input the two secrets, \( \Delta_i \) and \( \text{SK}_{C_i} \), of customer \( C_i \) and \( X_i \),
which is an $n$-dimensional vector representing the customer’s local model parameters. The algorithm outputs the ciphertext $CT_i$ corresponding to $X_i$ as follow. First, $X_i$ is masked by computing $\hat{X}_i = X_i + \Delta_i$. Then, the ciphertext $CT_i$ is computed as follows:

$$CT_i = (\hat{X}_i N_1^{-1} B'_i Q, \hat{X}_i N_2^{-1} B''_i Q)$$  \hspace{1cm} (6)$$

3) Aggregation and decryption: Upon receiving the ciphertexts from all the customers participating in the FL, the utility server runs the following algorithm to aggregate the local models’ parameters of the customers.

$\text{Decrypt}(SK_U, \Delta, \{CT_1, CT_2, \ldots, CT_K\}) \rightarrow X$: This algorithm takes as input the two secrets, $SK_U$ and $\Delta$, of the utility server and $\{CT_1, CT_2, \ldots, CT_K\}$, which is the set of ciphertexts corresponding to the local models’ parameters of the participating customers. This algorithm outputs $X = \sum_{i=1}^{K} X_i$, which is an $n$-dimensional vector representing the sum of the individual local models’ parameters of the participating customers. $X$ is computed as follows.

$$CT = \sum_{i=1}^{K} CT_i = (CT(1), CT(2))$$

$$= (\sum_{i=1}^{K} \hat{X}_i N_1^{-1} B'_i Q, \sum_{i=1}^{K} \hat{X}_i N_2^{-1} B''_i Q)$$ \hspace{1cm} (7)$$

$$e(B N_1 P, CT(1)) = e(P, Q)^{\sum_{i=1}^{K} \hat{X}_i B'_i B}$$ \hspace{1cm} (8)$$

$$e(B N_2 P, CT(2)) = e(P, Q)^{\sum_{i=1}^{K} \hat{X}_i B''_i B}$$ \hspace{1cm} (9)$$

$$e(\Delta P, Q) = e(P, Q)^{\Delta}$$ \hspace{1cm} (10)$$

Finally, $X$ can be computed from $e(P, Q)^X$ by computing the discrete logarithm in $\mathbb{G}_T$, which can be efficiently computed using the baby-step giant-step algorithm [32] given that the elements of $X$ are small-sized numbers.

D. Change and Transmit (CAT) Approach

In order to efficiently use the available communication bandwidth, it is desirable to reduce the size and the number of transmitted messages from the customers to the utility server. Our data aggregation scheme leads to short-size encrypted model’s parameters. However, to reduce the number of transmitted model’s parameters, we use a CAT approach instead of the basic FL approach. In the basic FL approach, each customer transmits all the updated model’s parameters in each round of the FL process. However, it is not necessary to update the model’s parameters that do not sufficiently change from previous round. Therefore, we use the CAT approach when transmitting the updated model’s parameters. In each round, the updated model’s parameters are compared to the last transmitted model’s parameters. Only the parameters whose
absolute percentage change exceeds a predefined threshold are transmitted to the utility server, i.e., when:
\[ \frac{|x_i - x_i'|}{x_i'} \times 100\% \geq \text{Threshold}, \]
where \( x_i \) is the updated value of the \( i \)-th parameter after the local training and \( x_i' \) is the last transmitted value of the same parameter. For the other model’s parameters that are not transmitted, the utility server uses the latest received versions of these parameters. This indicates that the CAT approach leads to communication efficiency. The higher the threshold, the higher the communication efficiency that can be achieved. However, higher thresholds introduce larger errors in the transmitted parameters, which may affect the global model prediction performance. Therefore, in Section VI we will investigate the selection of a threshold value that can produce high communication efficiency without significantly deteriorating the global model performance.

VI. Evaluations
In this section, we first analyze the security and privacy preservation of our proposed scheme. Then, we evaluate its overhead. After then, we assess the performance of our net-energy forecasting model. Finally, we study the communication saving that can be achieved by using the CAT approach and the impact on the prediction performance.

A. Security and Privacy Analysis

1) Security of the Aggregation Scheme: The security of the aggregation scheme is critical to our FL-based net-energy forecasting approach because it allows the utility server to build the global model without the need for knowing the local models’ parameters of the individual customers. In building our aggregation scheme, we have repurposed the IPFE scheme [23] to perform privacy-preserving data aggregation. Specifically, instead of using the master secret key \( MSK \) by all customers to encrypt their models’ parameters, a different secret key derived from \( MSK \) is used by each customer while the \( MSK \) is only known by the KDC. This can secure our FL approach because if the encrypted model’s parameters of a customer are intercepted by a curious customer, he/she is not able to decrypt them because the two customers use different secret keys. However, the core methods used for encryption and decryption are similar to those of the IPFE scheme [23]. Consequently, our privacy-preserving data aggregation scheme has the same security logic as the IPFE scheme, which is proved to be secure in [23]. For detailed security analysis and formal security proof in the generic bilinear group model, see Appendix A.

2) Privacy of Participating Customers: The proposed approach follows the Privacy-by-Design principle to preserve the privacy of the participating customers in the FL process against external adversaries, curious customers, and curious utility server. Instead of sending the local model’s parameters in clear to the utility server, each customer encrypts them using a unique secret key. This thwarts the membership inference and model inversion attacks [19], [20], which have been demonstrated to reveal private information about the customers whose data have been used for training if the model’s parameters are known. Moreover, each customer \( C_i \) masks his/her local model’s parameters with a random vector \( \Delta_i \) before encrypting it, which is important to prevent unlinkability of the ciphertexts. Specifically, this ensures that the ciphertexts of the same parameter values look different if they are sent in different FL rounds.

Furthermore, the random vector \( \Delta_i \) plays an important role in preventing the curious utility server from decrypting a single customer’ local model parameters (\( CT_i \)). If the utility server passes \( CT_i \) to the \texttt{Decrypt()} algorithm instead of \( \{CT_1, CT_2, \ldots, CT_K\} \), it obtains \( e(P, Q)^{\Delta_i + X_i} \) at step (10) of the scheme. For the utility server to obtain \( \Delta_i + X_i \), it has to compute the discrete logarithm, which is computationally intractable in this case because \( \Delta_i \) is an \( n \)-dimensional vector over \( Z_q \), i.e., the elements of \( \Delta_i \) are large-size numbers. Finally, our FL approach thwarts collusion attacks between the utility server and customers. The only way for the utility server to obtain the model parameters of a single customer \( C_i \) is to collude with all the other customers, which is not practical given the large number of customers.

B. Overhead
To evaluate the communication overhead in our approach, we have used 224-bit elliptic curve (secp224k1) as recommended by the National Institute of Standards and Technology (NIST). The communication overhead is measured in terms of the number and size of messages exchanged between the utility server and the participating customers in the FL. In each round, each customer sends an encrypted vector representing the updated local model’s parameters. Using our aggregation scheme, the length of this vector is \( 2n \) group elements, where \( n \) is the number of the model’s parameters. Each group element is a point on the elliptic curve, which can be represented by 56 bytes. Therefore, the communication overhead needed to send the encrypted model’s parameters is \( 112n \) bytes. Furthermore, the elliptic curve points can be compressed, i.e., represented by a smaller number of bits [33]. Thus, according to [33], the communication overhead in our aggregation scheme is approximately equal to \( 57n \) bytes.

On the other hand, some works in the literature [34] proposed secure data aggregation using a threshold homomorphic encryption (THE) based on the Paillier cryptosystem [21]. Using the Paillier cryptosystem, the size of each encrypted model parameter is 512 bytes. Therefore, the communication overhead needed to send the encrypted model’s parameters is \( 512n \) bytes. Moreover, using THE, the utility server is not able to directly decrypt the aggregated vectors from the participating customers because it does not know the decryption key that is divided into shares and distributed among the customers. Therefore, the utility server sends the aggregated vectors back to the customers to partially decrypt and send the decryption shares. Upon receiving a threshold of decryption shares, the utility server is able to decrypt the aggregated vectors. This means that using THE requires three communication rounds in each round of the FL process. Thus, the communication
overhead in the aggregation scheme based on the Paillier cryptosystem is equal to 1536n bytes. This indicates that our aggregation scheme achieves about 96% reduction in the communication overhead.

To evaluate the computation overhead in our approach, we have implemented it using the Python Charm library [35]. The computation overhead is measured in terms of the time required to compose the messages exchanged between the utility server and the participating customers in the FL. In each round, each customer computes an encrypted vector of n elements. From our experiments, computing an encrypted element using our approach takes less than 1.9 msec, while it takes more than 26.5 msec using the Paillier cryptosystem. This is because the encryption in our approach is dominated by modular exponentiation operations, while it is dominated by modular exponentiation operations in the Paillier cryptosystem. Therefore, using our approach to encrypt the updated model parameters lowers the computation overhead on customers compared to the Paillier cryptosystem.

For the utility, in each round of the FL, it aggregates K encrypted vectors from K participating customers to update the global model parameters. In our approach, the aggregation is dominated by pairing operations, while it is dominated by modular exponentiation operations in THE based on the Paillier cryptosystem. Although pairing is harder to compute than modular exponentiation given the same security parameter, our experiments’ results show that the computation overhead of a modular exponentiation operation in the Paillier cryptosystem is more than the computation overhead of 2 pairing operations in our approach. This is because our approach achieves the same security level as the Paillier cryptosystem using smaller security parameter. Besides, in THE, customers are involved in the aggregation process. In particular, each customer computes a decryption share in each FL round, which requires computing n modular exponentiation operations. In contrast, in our approach, the aggregation process is solely executed by the utility server. It is not a problem to increase the computation overhead on utility server given its high computational capabilities. However, it is problematic to increase the computation overhead on customers. Finally, using THE introduces a delay in the aggregation process because it requires three communication rounds between the utility server and customers in each round of the FL.

C. Performance of Net-energy Forecasting Model

In this subsection, we discuss the results obtained from the three experiments we conducted to assess the performance for our net-energy forecasting model. The first experiment assesses how good is the DL architecture of our model. The second one assesses how accurate the model after the FL process is. The last one evaluates the impact of the CAT approach on both the communication overhead and the model performance.

1) Experimental Setup and Metrics: To evaluate the accuracy of our net-energy forecasting approach, we have implemented it using the TensorFlow Federated framework running by the Tennessee Technological University’s high-performance cluster with one NVIDIA Tesla K80 GPU. We have used five metrics to evaluate the performance in terms of prediction error, including mean square error (MSE), root mean square error (RMSE), mean absolute error (MAE), normalized mean absolute error (nMAE), and mean arctangent absolute percentage error (MAAPE).

- **MSE** is computed as follows:
  \[
  \text{MSE} = \frac{\sum_{i=1}^{N} (r_i - \hat{r}_i)^2}{N},
  \]
  where N is the number of test samples and \(r_i\) and \(\hat{r}_i\) are the actual and predicted net readings in kWh, respectively.

- **RMSE** is computed as follows:
  \[
  \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (r_i - \hat{r}_i)^2}{N}}.
  \]

- **MAE** is computed as follows:
  \[
  \text{MAE} = \frac{\sum_{i=1}^{N} |r_i - \hat{r}_i|}{N}.
  \]

- **nMAE** is computed as follows:
  \[
  \text{nMAE} = \frac{\sum_{i=1}^{N} |r_i - \hat{r}_i|}{\sum_{i=1}^{N} |r_i|} \times 100\%.
  \]

- **MAAPE** is computed as follows:
  \[
  \text{MAAPE} = \frac{1}{N} \sum_{i=1}^{N} \text{arctan} \left( \frac{r_i - \hat{r}_i}{r_i} \right) \times 100\%.
  \]

RMSE and MAE measure the prediction error in kWh, while nMAE and MAPPE are scale-free metrics that measure the prediction error as a percentage. The lower MSE, RMSE, MAE, nMAE, and MAAPE, the better the predictor. It is noteworthy to mention that the popular mean absolute percentage error (MAPE) metric cannot be used to evaluate the prediction performance in the net-meter system. This is because the actual net readings can be zero, in which case, MAPE tends to approach the infinity regardless of the prediction error. Therefore, in this paper we use MAPPE, which is a modified version of MAPE proposed in [36], to overcome the limitation of MAPE.

2) Dataset Preprocessing: We have selected a group of 31 customers from the dataset prepared in Section V-B1 to form the dataset used to train and evaluate our net-energy forecasting model. Then, we have reduced the granularity of the dataset from half-hour to one-hour to make the training process efficient. After that, we have transformed the net readings of each customer into sliding windows with look-back of 24 readings size and look-ahead of one reading size, i.e., given 24 net readings, the net-energy forecasting model predicts the 25th reading. Similarly, we have transformed the solar irradiance values into sliding windows of size 24. Consequently, each sample of the dataset consists of 48 values (24 net readings and the corresponding 24 solar irradiance values) and has a label representing the future net reading after the 24 net readings in the sample. Further, our dataset has been divided into training and test subsets with the ratios of 70% and 30%, respectively. Finally, these subsets have been
TABLE II: The optimal hyper-parameters of our predictor.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Number of units</th>
<th>Activation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input_{rν}</td>
<td>24</td>
<td>Linear</td>
</tr>
<tr>
<td>Conv1D_{rν}</td>
<td>64</td>
<td>ReLU</td>
</tr>
<tr>
<td>Input_{iν}</td>
<td>24</td>
<td>Linear</td>
</tr>
<tr>
<td>Conv1D_{iν}</td>
<td>16</td>
<td>ReLU</td>
</tr>
<tr>
<td>LSTM</td>
<td>256</td>
<td>Sigmoid</td>
</tr>
<tr>
<td>Output</td>
<td>1</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Note: \( r \) and \( i \) denote net-reading and solar irradiance, respectively.

TABLE III: Comparison between the prediction performance of our predictor and other DL-based predictors.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
</tr>
<tr>
<td>CNN</td>
<td>0.39</td>
</tr>
<tr>
<td>LSTM [22]</td>
<td>0.37</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>0.36</td>
</tr>
<tr>
<td>Ours</td>
<td>0.32</td>
</tr>
</tbody>
</table>

normalized so that the values of all variables are in the same range. It is important to prevent the large-value variables from unnecessarily dominating the model.

3) Experiments and Discussions: Here we explain the conducted experiments and discuss the results.

Experiment 1. In this experiment, we evaluate the accuracy of the DL architecture of our predictor in net-energy forecasting. For this purpose, we have trained three DL-based predictors, with CNN, LSTM, and CNN-LSTM architectures, to compare with ours. It is noteworthy that our predictor is a multi-data-source predictor that considers both the previous net readings and the corresponding solar irradiance values to make a prediction, while the CNN-LSTM predictor that we compare to is a single-data-source predictor that only considers the previous net readings to make a prediction. For fair comparison, we have used the Hyperopt optimization tool [37] to optimize the hyper-parameters of the four predictors. The optimal hyper-parameters of our predictor in terms of the layers, the number of units in each layer, and the activation function used in each layer are given in Table II. The mean square error and Adam were the chosen loss function and optimizer, respectively.

Table III compares the performance of our predictor to the other DL-based predictors in terms of MSE, RMSE, MAE, nMAE, and MAAPE. It is clear from Table III that the predictor based on hybrid CNN-LSTM architecture gives better performance than either the CNN-based or the LSTM-based [22] predictors. This is because it can combine the advantages of both CNN and LSTM. The CNN module extracts the important features from the net readings and the LSTM module correlates the extracted features at different time steps to make the prediction. Moreover, it can be noted that our multi-data-source predictor surpasses a single-data-source predictor that has the same DL architecture. This is because our predictor learns the correlation between the net readings and the solar irradiance, which results in an improved prediction.

Experiment 2. In this experiment, we evaluate our FL-based predictor. For this purpose, the 31 customers of the dataset have been divided into two groups. The first group consists of 25 customers who participate in the FL training. The second group consists of 6 customers whose data are used for evaluating the generalization of the global model, i.e., evaluating the model performance for the non-participating customers. In this experiment, we have trained two predictors; one with FL and the other without FL. The predictor trained without FL is a theoretical global model obtained if all the customers’ data are available to the utility server. It is just used here as a baseline (i.e., a reference to assess how good is the prediction of our FL-based predictor). To train a predictor using FL, the utility server randomly initializes the global model’s parameters and sends it to the 25 customers to train it locally using their own data. The customers send the updated models to the server that aggregates them and returns a global model to the customers to train again on their local data. This process continues until the convergence of the global model is reached.

Table IV compares the performance of the two predictors in terms of MSE, RMSE, MAE, nMAE, and MAAPE. It is evident from Table IV that the FL-based predictor achieves a slightly lower performance than the baseline. This demonstrates that our FL-based predictor can accurately predict the customers’ net-energy while preserving their privacy. Also, in Table IV, we compare the performance of our predictor for participating and non-participating customers in the FL process. It is evident from the table that the predictor’s performance for non-participating customers is very close to its performance for the participating customers. This indicates that our predictor has good generalization. Furthermore, we have randomly selected a participating customer and a non-participating customer from the dataset to visualize the prediction accuracy of our predictor. Figs. 7a and 7b compare between the actual net readings and the predicted readings by our predictor for a week for a participating customer and a non-participating customer, respectively. Fig. 7a does not only show that the predicted readings are very close to the actual readings, but also demonstrates the ability of our predictor to accurately follow the actual pattern of the participating customer. Fig. 7b demonstrates the same fact for the non-participating customer, which indicates that our predictor has
Experiment 3. In this experiment, we study the impact of the CAT approach used by our work on both the communication overhead and the model performance compared to the basic FL approach used by [6], [17]. To provide a fair comparison, we encrypt the local models’ parameters in our work, [17] and [6]. The global model’s parameters have been randomly initialized and it has been trained for 40 rounds using the basic FL approach. After each round, the global model performance has been evaluated using all the customers of the dataset. Then, the global model obtained after the first round of training has been used as an initial global model in the CAT approach and trained for additional 39 rounds. We have experimented the CAT approach with different thresholds. At each threshold, we have evaluated the prediction performance of the resultant global model and measured the achieved communication saving.

In Fig. 8 and Table V, we present the results of 3 cases; CAT1 (with 2% threshold), CAT2 (with 4% threshold), and CAT3 (with 10% threshold). Figs. 8a-8e compare the performance of the predictor obtained by using the basic FL approach and predictors obtained by using the CAT approach in terms of MSE, RMSE, MAE, nMAE, and MAAPE, respectively after each training round. On the other hand, Fig. 8f shows the communication saving that can be achieved in each round using the CAT approach. We can observe that the performance of the CAT1-based predictor is slightly lower than the performance of the basic FL-based predictor. However, the CAT1-based predictor provides more than 80% saving in the communication bandwidth compared to the predictor trained using the basic FL approach. Moreover, we can observe from Fig. 8 that the higher the threshold, the higher the communication saving and the lower the global model performance. This trend continues until the threshold reaches 10%. At 10% threshold, we observe that the performance of the model obtained after 39 rounds is slightly higher than the performance of the initial model. Using thresholds higher than 10% results in a global model that is not as good as the initial model after 39 rounds of training. To conclude, using the CAT approach can produce a predictor with acceptable performance and about 90% saving in the communication bandwidth. Finally, Table V summarizes the comparison between the basic FL and CAT approach.

TABLE V: Comparison between basic FL and CAT approach.

<table>
<thead>
<tr>
<th>Approach</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>nMAE</th>
<th>MAAPE</th>
<th>Average Saving/round</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic FL</td>
<td>0.47</td>
<td>0.69</td>
<td>0.38</td>
<td>3.35</td>
<td>3.40</td>
<td>0</td>
</tr>
<tr>
<td>CAT1</td>
<td>0.51</td>
<td>0.72</td>
<td>0.42</td>
<td>3.65</td>
<td>3.70</td>
<td>81.5</td>
</tr>
<tr>
<td>CAT2</td>
<td>0.54</td>
<td>0.74</td>
<td>0.45</td>
<td>3.85</td>
<td>3.90</td>
<td>84.5</td>
</tr>
<tr>
<td>CAT3</td>
<td>0.65</td>
<td>0.80</td>
<td>0.57</td>
<td>4.85</td>
<td>4.90</td>
<td>91.2</td>
</tr>
</tbody>
</table>

VII. Conclusion

In this paper, we have proposed a privacy-preserving and communication-efficient FL-based approach for energy prediction in net-metering systems. In particular, we have proposed a multi-data-source hybrid DL-based predictor that considers both the customers’ historical net readings and solar irradiance values to accurately predict future net readings. This predictor is trained through multiple rounds of FL. To preserve the customers’ privacy, they encrypt their local models’ parameters before sending them to the utility server while allowing the utility server to only obtain the aggregated parameters to build the global predictor. To save the communication bandwidth, we have used a CAT approach during the transmission of the updated model’s parameters. Specifically, only the parameters whose values have sufficiently changed from previous round are transmitted. For the non-transmitted parameters, the previous values are used instead. Our evaluations indicate that the proposed predictor accurately predicts future net readings for both participating and non-participating customers in the FL training. Also, the evaluations indicate that the proposed approach preserves the customers’ privacy while
Fig. 8: Comparison between basic FL and CAT approaches in terms of MSE, RMSE, MAE, nMAE, MAAPE, and communication saving.

using the communication bandwidth efficiently. Specifically, our approach reduces the communication overhead by over 96% compared to the existing approaches based on the Paillier cryptosystem. Furthermore, the CAT approach provides over 90% saving in the communication bandwidth without significantly deteriorating the predictor performance.
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A. Review of Security for the Inner-Product Function Encryption (IPFE) Scheme

The existing inner-product encryption schemes, including the IPFE scheme [23], consider an indistinguishability notion of security (IND-security) [23]. In this subsection, we review the security notion for the IPFE scheme. In [23], an experiment between a challenger C and an adversary A that can make key generation and encryption oracles queries is defined as follows:

Definition 1 (Experiment $\text{Exp}_b^{\text{IPFE-IND}}$ [23]). Let $b \in \{0,1\}$. The challenger C calculates $(\mathcal{PP}, \mathcal{MSK}) \leftarrow \text{Setup}(1^\lambda)$ and gives $\mathcal{PP}$ to the adversary A. Then, C responds to each oracle query type made by A as follows:

- **Key generation oracle.** Given a pair of non-zero vectors $x_0, x_1 \in \mathbb{Z}_q^n \setminus \{0\}$, the challenger C calculates and returns $sk \leftarrow \text{KeyGen}(\mathcal{MSK}, x_b)$.
- **Encryption oracle.** Given a pair of non-zero vectors $y_0, y_1 \in \mathbb{Z}_q^n \setminus \{0\}$, the challenger C calculates and returns $ct \leftarrow \text{Encrypt}(\mathcal{MSK}, y_b)$.

Finally, the adversary A outputs a bit $b^*$, which is the output of the experiment $\text{Exp}_b^{\text{IPFE-IND}}(A)$.

Then, the security of the IPFE scheme is defined using an indistinguishability notion as follows:

Definition 2 (Admissibility of A [23]). For an adversary A, let $Q_1$ and $Q_2$ be the total number of key generation and encryption oracle queries made by A, respectively. For $b \in \{0,1\}$, let $x_b^{(1)}, \ldots, x_b^{(Q_1)} \in \mathbb{Z}_q^n \setminus \{0\}$ and $y_b^{(1)}, \ldots, y_b^{(Q_2)} \in \mathbb{Z}_q^n \setminus \{0\}$ be the corresponding vectors that A submits to the key generation and encryption oracles, respectively. We say that A is admissible if for all $i \in [Q_1]$ and $j \in [Q_2]$, we have that:

$$\langle x_0^{(i)}, y_0^{(j)} \rangle = \langle x_1^{(i)}, y_1^{(j)} \rangle.$$

Definition 3 (IND-Security for the IPFE [23]). We define an inner-product functional encryption scheme denoted as $\Pi_{\text{IPFE}} = (\text{Setup, KeyGen, Encrypt, Decrypt})$ as fully-secure if for all efficient and admissible adversaries A,

$$\Pr[\text{Exp}_0^{\text{IPFE-IND}}(A) = 1] - \Pr[\text{Exp}_1^{\text{IPFE-IND}}(A) = 1] = \text{negl}(\lambda),$$

where negl($\lambda$) is a negligible function in $\lambda$.

Theorem 1 ([23]). The inner-product functional encryption scheme $\Pi_{\text{IPFE}}$ is IND-secure in the generic group model.

Remark 1. The original statement in Theorem 1 as stated in [23] is that $\Pi_{\text{IPFE}}$ is simulation-based secure (SIM-secure) in the generic group model. However, it was also mentioned in Remark 2-5 in [23] that a SIM-secure scheme is also IND-secure. Therefore, we have merged the above two statements into Theorem 1. We refer to [23] for more details about the SIM-security and generic group model.

B. Security for the Proposed Privacy-Preserving Data Aggregation (PPDA) Scheme

In our threat model, we assume that the utility server is honest-but-curious, i.e., it may try to extract useful information about the local model parameters vector $X_i$ of a customer $C_i$. As our goal is to be secure against the honest-but-curious utility server, we define an IND-security for the PPDA scheme. Then, we prove the IND-security of the PPDA scheme using that of the IPFE scheme.

Definition 4 (Experiment $\text{Exp}_b^{\text{PPDA-IND}}$). Let $b \in \{0,1\}$. The challenger calculates $(\mathcal{PP}, \mathcal{MSK}) \leftarrow \text{Setup}(1^\lambda)$ and gives $\mathcal{PP}$ to the adversary $A^*$. Then, the challenger responds to each oracle query type made by $A^*$ as follows:

- **Encryption oracle for customer $C_1$.** Given a pair of non-zero vectors $X_{10}, X_{11} \in \mathbb{Z}_q^n \setminus \{0\}$, the challenger calculates and returns $CT_1 \leftarrow \text{Encrypt}(\Delta_1, \mathcal{SK}_{C_1}, X_{1b})$.
- **Encryption oracle for customer $C_2$.** Given a pair of non-zero vectors $X_{20}, X_{21} \in \mathbb{Z}_q^n \setminus \{0\}$, the challenger calculates and returns $CT_2 \leftarrow \text{Encrypt}(\Delta_2, \mathcal{SK}_{C_2}, X_{2b})$.

Finally, $A^*$ outputs a bit $b^*$, which is the output of the experiment $\text{Exp}_b^{\text{PPDA-IND}}(A^*)$.

Then, the security of the PPDA scheme is defined using an indistinguishability notion as follows:

Definition 5 (Admissibility of $A^*$). For an adversary $A^*$, let $Q_1, Q_2, \ldots,$ and $Q_K$ be the total number of queries made by $A^*$ on the encryption oracles for customers 1, 2, ..., and K, respectively. For $b \in \{0,1\}$, let $X_{1b}^{(1)}, \ldots, X_{1b}^{(Q_1)} \in \mathbb{Z}_q^n \setminus \{0\}, X_{2b}^{(1)}, \ldots, X_{2b}^{(Q_2)} \in \mathbb{Z}_q^n \setminus \{0\}, \ldots,$ and $X_{Kb}^{(1)}, \ldots, X_{Kb}^{(Q_K)} \in \mathbb{Z}_q^n \setminus \{0\}$ be the vectors that $A^*$ submits to the K corresponding encryption oracles, respectively. We say that $A^*$ is admissible if for all $i \in [Q_1]$, $i_2 \in [Q_2], \ldots,$ and $i_K \in [Q_K]$, we have that:

$$\sum_{k=1}^{K} X_{k0}^{(i_k)} = \sum_{k=1}^{K} X_{k1}^{(i_k)}.$$
Algorithm 1: Construction of $\mathcal{A}$ using $\mathcal{A}^*$.

**Input:** Public parameters $\mathcal{PP}$.

1. Give $\mathcal{PP}$ to $\mathcal{A}^*$.
2. **while** true **do**
3.   **if** $\mathcal{A}^*$ returns $b'$ **then**
4.     **Return** $b'$.
5. **end**
6. **Wait until** $\mathcal{A}^*$ submits a query $Q$.
7. **if** $Q = (X_{10}, X_{11})$ **then**
8.     - Set $y_0 \leftarrow X_{10}$ and $y_1 \leftarrow X_{11}$.
9.     - Submit $(y_0, y_1)$ to the corresponding encryption oracle and receive $CT_1$.
10. - Provide $CT_1$ to $\mathcal{A}^*$.
11. **else if** $Q = (X_{20}, X_{21})$ **then**
12.     - Set $y_0 \leftarrow X_{20}$ and $y_1 \leftarrow X_{21}$.
13.     - Submit $(y_0, y_1)$ to the corresponding encryption oracle and receive $CT_2$.
14. - Provide $CT_2$ to $\mathcal{A}^*$.
15. **end**
16. **else**
17.     - Set $y_0 \leftarrow X_{K0}$ and $y_1 \leftarrow X_{K1}$.
18.     - Submit $(y_0, y_1)$ to the corresponding encryption oracle and receive $CT_K$.
19. - Provide $CT_K$ to $\mathcal{A}^*$.  
20. **end**
21. **Output:** A bit $b'$.

**Definition 6** (IND-Security for the PPDA scheme). We define a privacy-preserving data aggregation scheme denoted as $\Pi_{PPDA}$ as fully-secure if for all efficient and admissible adversaries $\mathcal{A}^*$,

$$\Pr[\text{Exp}_{\Pi_{PPDA}}^{}(\mathcal{A}^*) = 1] - \Pr[\text{Exp}_{\Pi_{PPDA}}^{}(\mathcal{A}^*) = 0] = \text{negl}(\lambda).$$

**Theorem 2.** If $\Pi_{IPFE}$ is IND-secure (according to Definition 3) in the generic group model, then $\Pi_{PPDA}$ that is defined using $\Pi_{IPFE}$ is IND-secure (according to Definition 6) in the generic group model.

**Proof of Theorem 2.** Following the methodology in [38], we perform a reduction proof as follows. First, we assume that there exists an efficient and admissible adversary $\mathcal{A}^*$. Then, we show that $\mathcal{A}^*$ can be used as a subroutine for the adversary $\mathcal{A}$. We design $\mathcal{A}$ such that it can simulate the customers’ encryption oracles. In particular, instead of having a single encryption oracle based on the MSK, we can have multiple encryption oracles, each based on a unique secret key of a certain customer. Thus, $\mathcal{A}$ can simulate the customers’ encryption oracles by forwarding $\mathcal{A}^*$’s queries to the corresponding IPFE’s encryption oracles. Algorithm 1 shows our construction of $\mathcal{A}$. It is straightforward to observe that if $\mathcal{A}^*$ is an admissible, i.e., a polynomial time algorithm, then Algorithm 1 is also admissible. Moreover, $\mathcal{A}^*$’s advantage is the same as that of $\mathcal{A}^*$, i.e.,

$$\Pr[\text{Exp}_{\Pi_{PPDA}}^{}(\mathcal{A}^*) = 1] - \Pr[\text{Exp}_{\Pi_{PPDA}}^{}(\mathcal{A}^*) = 0] = \text{negl}(\lambda).$$
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