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ABSTRACT Motivated by impressive success of deep recurrent neural networks (RNNs), sequence-to-sequence (seq2seq) architecture has been widely adapted to tackle human motion prediction. However, forecasting in longer time horizons always leads to implausible human poses or converges to mean poses. To address these challenges, we dig into the root causes and lay emphasis on two key principles. First, error can be easily accumulated on seq2seq architecture without modifications and thus RNNs cannot recover from its own mistakes in longer time horizons. Second, all the frames or joints are treated equally, whereas both of them often have different levels of importance in human motion. To mitigate this gap, we propose to retrospect human dynamics with attention. We design a retrospection module built upon seq2seq architecture to recollect previous subsequences and correct mistakes in time which enables a self-correction ability. This assists the original seq2seq architecture to eliminate error accumulation which improves significantly both short-term and long-term performances. Besides, we present two attention techniques to explore correlations among different joints as well as different frames in both spatial and temporal domains, which successfully capture key properties of different actions and enable our model to generate more realistic human poses. Quantitative and qualitative experiments have been both conducted to evaluate the our proposed model. Experimental results clearly demonstrate the superiority of proposed model over other baselines.

INDEX TERMS Human motion prediction, predictive models, recurrent neural networks, attention mechanisms.

I. INTRODUCTION
Human dynamics modelling has received increasing attention in recent years, considering its wide application in different scenarios, such as autonomous driving systems and human-robot interactions. The target of human motion prediction is to generate future continuous and realistic human poses given a seed sequence, which can further assist human motion analysis and decision making. For example, forecasting the motion of pedestrian is essential for self-driving cars to avoid collision, and anticipating human motion could boost the understanding of user intent for a seamless human-machine collaborations.

Human motions in practice can be rather complicated, and often of high uncertainty, which makes the human motion prediction task difficult and challenging. Thanks to the development of human motion capture systems and pose estimation algorithms [1], [2], large-scale human motion datasets are available for investigating machine learning approaches in human dynamics analysis, such as Human 3.6M dataset [3] and CMU dataset. In this work, we mainly focus on skeleton-based mocap datasets where human poses are represented as joint rotations.

A wide variety of RNN-based methods have emerged to tackle the human motion analysis problem [4]–[7] due to the success of Recurrent Neural Networks (RNNs). For example, Encoder-Recurrent-Decoder network has been proposed to learn temporal dependencies, with spatial encoder and decoder wrapped upon recurrent cell and last hidden state encoding human poses to generate motion prediction [4]. Besides directly encoding human poses by hidden variables, Residual RNN models velocity representations, which boosts the short-term prediction performance and solves the first frame discontinuity by applying sequence-to-sequence model with residual connections [7].

Though these methods have achieved impressive performance in analyzing human motion, there are still some drawbacks. Firstly from the temporal aspect, these RNN-based
methods are devoted to predict future sequence and keep moving forward without looking back to handle error accumulation, which increases the difficulties in maintaining faraway information and thus converges to mean pose. In addition, some actions might require more information from distant past instead of recent one, however, the current prediction can be easily overwhelmed by recent frames if we simply decode the last hidden representation. On the other hand, from the spatial aspect, considering physical limitations (e.g. gravity) and structural constraints between body parts, it is essential to highlight different importance of body joints in motion. Given an action across different frames, each joint would have distinct levels of movements and those with more movements deserve more attention. Given these drawbacks, it is difficult for existing approaches to accomplish plausible motion predictions for aperiodic actions, especially over long time horizon [8], and they often get stuck with the mean pose problem, as shown in Figure 1. It is obvious that residual RNN [7] loses its velocity quickly and make almost static prediction over longer horizon.

To address these challenges, we propose to retrospect human dynamics with attention. To enable self-audit, a retrospection module is designed to recall previous subsequences and make timely adjustments based on them so that the error will be corrected instead of accumulated. Furthermore, to produce plausible human poses, we introduce two attention mechanisms, one focusing on key joints during human motion to learn spatial dependencies and the other pay more attention to key frames and summarizes historical information from encoder. With the assistance of these modules, our proposed algorithm successfully mitigates the gap of performance between seq2seq architecture and ground truth. As shown in Figure 1, our model can make satisfactory prediction with similar velocity as ground truth.

This work is an expanded version of conference publication [9]. Compared with previous version of this work, we make following extensions: 1) We enrich the content of abstract, introduction and related work to cover sufficient details. 2) We propose a new temporal attention module to explore the temporal correlations of human motion, which cooperates with spatial attention proposed in previous version to further improve the performance. 3) Besides Human 3.6M dataset, We conduct more experiments on CMU dataset which is widely used for human motion analysis. We provide more experiment results to further demonstrate the superiority of our model over other baselines and its generalization ability. 4) We provide more details on ablation studies for spatial attention and visualize heat map on more actions to illustrate the effectiveness of it. 5) We add ablation study for temporal attention by observing the temporal attention score variations to demonstrate that temporal attention is able to capture properties of different actions. 6) We add more experiments under different settings to understand the impact of different modules and their contributions. 7) We add more experiments to discuss the impact of hyper-parameter and provide appropriate value range.

Our main contributions in this work can be summarized as:

First, we introduce a retrospection module which takes care of previous mistakes and makes correction. By setting anchor points upon the whole sequence, retrospection module not only enables a timely self-correction, but also strengthens the confidence in making the subsequent prediction. It is necessary for the model to look back in order to move forward because seq2seq architecture cannot recover from accumulated error in decoder and gets stuck in local optimum without self-audit. With retrospection module, our model have strong confidence in generating more realistic human dynamics.

Second, we design a spatial attention module to distinguish importance of different joints in each frame so that more attention can be paid on joints that involve more movements. Thus, some complicated motion properties can be further exploited for human dynamics, such as motion periodicity and movement tendency, which enables our model to capture these spatial dependencies.

Third, a temporal attention module is designed to explore the degrees of importance of different frames in encoder. Due to the high uncertainty, the prediction might requires more information in distant past. Instead of directly send decoder the last hidden representation, we assign importance scores on hidden representations on different time steps to generate a context which summaries all historical information so that our model can learn temporal dependencies easily to further generate more realistic human motions.

Finally, we perform both quantitative and qualitative experiments showing that our proposed algorithm retrospection module with attention on RNN (RMA-RNN) outperforms RRNN and other RNN-based approaches. Equipped with RMA, seq2seq architecture produces more realistic and coherent human motion predictions, especially in longer time horizon.

II. RELATED WORK

Different approaches have been proposed for human motion prediction, including traditional methods and deep learning based methods. In this section, we give an overview of related literature.
A. MODELING OF HUMAN MOTIONS

Uncertainty of human motions and complicated correlations make learning human dynamics and generation of realistic human poses difficult to accomplish. Traditional approaches focus on hidden Markov models [10], linear dynamical systems [11], Gaussian process latent variable models [12], [13] and bilinear spatio-temporal basis models [14]. However, there are some limitations. For example, Restricted Boltzmann Machine models [15]–[18] require complicated training process due to learning probabilistic models and also require sampling for approximate inference. Thus, there exists trade-offs between model capacity and inference complexity, which make them difficult to be trained on large datasets.

B. DEEP LEARNING METHODS FOR HUMAN DYNAMICS

Recurrent neural networks show great success in different areas, such as machine translation [19], speech recognition [20], sequence generation [21], and image caption [22]. Motivated by advances of them, RNNs have been widely used on human motion prediction. Fragiadiaki et al. [4] propose a 3-layer of Long Short-Term Memory network (LSTM-3LR) and an Encoder-Recurrence-Decoder network (ERD) which adds non-linear, non-recurrent spatial encoder and decoder to recurrent cell so that they jointly learn a representation of human pose and capture temporal correlations. Jain et al. [6] propose Structural-RNN model (SRNN) with a manual spatio-temporal graph which encodes semantics of human motion as input to RNNs. Both of them are action-specific models and add noise scheduling to handle error accumulation which means that RNN is not able to recover from its own mistakes [23], however, noise scheduling relies heavily on hyper-parameter tuning and hurts short-term prediction due to discontinuity while action specific models become inefficient for large mocap datasets because different models need to be trained for different actions.

Recently, some general models with less hyper-parameter tuning have been proposed. Ghosh et al. [5] introduce Dropout Autoencoder LSTM (DAE-LSTM) which leverages de-noising autoencoders with dropout to learn spatial dependencies, Martinez et al. [7] introduce sequence-to-sequence model with sampling-based loss and simply add a residual connection (RRNN) in order to model velocity representations, which solves the first frame discontinuity and requires no parameter tuning, but the predictions converge to mean motion prediction is to produce the continuous human poses in both short-term and long-term predictions. Besides RNN-based methods, fully-connected networks and convolutional neural works (CNN) are also used to capture dynamic information of human motion. Bütepage et al. [26] develop an unsupervised deep representation learning using fully-connected networks with a bottleneck encoding-decoding structure. Li et al. [3] propose a convolutional sequence-to-sequence model with short-term and long-term encoder to capture both invariant and dynamic information. With comparison to RRNN, it gains better results but still hard to outperforms zero-velocity baseline in most scenarios. To this end, our goal is to develop a general RNN-based model with less hyper-parameter tuning in unsupervised manner by retrospecting human dynamics with spatial attention, which generate more precise human poses in both short-term and long-term predictions.

C. ATTENTION MECHANISM

Attention mechanisms have been widely applied in neural machine translation [19], [27]. Driven by the great performance of it, attention mechanisms are involved in various human motion analysis tasks recently. In terms of sequence generation problems, temporal attention has been applied to human dynamics. Tang et al. [28] propose a modified highway unit (MHU) which filters motionless joints by summarizing historical sequence using temporal attention mechanism, but the performance is still unsatisfactory. A spatial soft attention has been introduced to solve image caption [29], which we find fit human motion prediction. With spatial soft attention on different joints, the model can learn different degrees of importance for each joint on different time steps. Furthermore, with temporal attention on different observed frames, the model can easily capture temporal dependencies of human motions.

III. METHODOLOGY

We adapt sequence-to-sequence (seq2seq) architecture [30], which is widely used in recent RNN based methods for motion sequence generation, as shown in Figure 2. It consists of two networks, an encoder and a decoder. The encoder takes as input a sequence of observed human poses and generates latent representations. The decoder produces the predicted poses according to the latent representations.

A. PROBLEM FORMULATION

Formally consider an observed seed sequence of human poses $X_{1:T} = [x_1, x_2, \ldots, x_T]$, where $x_t \in \mathbb{R}^K$ is the representation of skeletons corresponding to a particular human pose and $K$ is the number of joint angles. The objective of human motion prediction is to produce the continuous human poses after $X_{1:T}$, noted as $\hat{X}_{(t+1):(t+T)}$, which are close to ground truth $X_{(t+1):(t+T)}$, where $T$ is the length of prediction sequence. The historical information can be maintained by GRU cell by keep updating its hidden state at each time step. Thus, we have a sequence of hidden states $h_{1:T-1}$. The traditional objective in this task is to minimize the mean squared error (MSE) between the ground truth and prediction.
sequence as

$$L_{\text{seq}} = \frac{1}{T} \sum_{t'=t+1}^{t+T} \| \hat{x}_{t'} - x_{t'} \|_2^2.$$  

(1)

It is difficult for RNN based methods to keep track of long-term information and capture spatial correlations, which would cause larger error and generate static or even unrealistic poses [3]. To handle error accumulation and capture spatial dynamics accurately, we propose a retrospection module with attention upon chain-structured GRU. Residual connection [7] is deployed to enable the decoder to learn velocity representation instead of human poses directly, which improves short-term predictions and motion continuity. For the spatial decoder network wrapper upon GRU cell, we use two fully-connected layers with dropout to prevent overfitting and further explore the spatial correlations. An overview of the proposed algorithm for human motion prediction is shown in Figure 2.

### B. RETROSPECTION MODULE

We construct a retrospection module (RM), which can be regarded as a temporary memory to retrospect previous information. Equipped with attention techniques, RM can assist GRU to memorize long-term information as well as capture temporal correlations. Since human motions are continuous, complicated, and always of high uncertainty, the performance of motion predictions can highly depend on many frames in the sequence. As a result, the retrospection module shall be executed for several times over the whole sequence to retrospect sufficient information. To accomplish this, we set anchor points every $C$ frames on GRU’s hidden states as

$$P_{1:n} = h_{1:C} = [h_{1C}, h_{2C}, \ldots, h_{nC}],$$  

(2)

where $n$ is the number of anchor points, and $nC$ is less than $t + T$. Figure 2 illustrates the architecture of our retrospection module.

We set a retrospection module at each anchor point. In particular, we select a subsequence before the anchor point, and feed RM the first token of this subsequence and the hidden state of this anchor point to initialize the retrospection. The decoder network in RM is expected to predict the rest of this subsequence. The decoder in RM shares the same weights with that in seq2seq, as shown in Figure 2(a). For expression simplicity, we adopt a new variable $y$ to represent elements in the sequence $\{x_1, \ldots, x_t, \hat{x}_{t+1}, \ldots, \hat{x}_{t+T}\}$. Given the $k$-th anchor point, we select the subsequence $Y = \{y_{(k-1)C+1}, \ldots, y_{kC}\}$, where the length of the subsequence has been fixed as $C$. The hidden state is calculated as

$$\hat{h}_{s+1} = \text{GRU}(y_s, P_k),$$  

(3)

where $s = (k - 1)C + 1$, function $\text{GRU}$ denotes one step update of GRU cell and $P_k$ is the hidden state corresponding to the $k$-th anchor point, which is the initial hidden state. Then the first human pose generated through RM is computed as

$$\hat{x}_{s+1} = f(\hat{h}_{s+1}) + y_s,$$  

(4)

where function $f$ represents two fully-connected layers forward operation. According to [7], residual connection is also adopted in Eq. (4), so that $f(\hat{h}_{s+1})$ can represent the velocity...
which is computed with the aforementioned calculations.

The hidden state of the GRU cell can thus be updated, and we can easily predict the next frame \( \hat{Y}_{t+1} \), which is the output human pose. Taking \( \hat{y}_{s+1} \) as the new \( y_s \) and \( \hat{h}_{t+1} \) as the new \( P_k \) in Eq. (3), the hidden state in GRU cell can be updated, and we can easily predict the next frame \( \hat{y}_{s+2} \) in Eq. (4) accordingly. The rest subsequence can thus be predicted recursively by repeating the aforementioned calculations.

Note that \( y_s \) is the first token of subsequence to initialize the prediction, which is not part of the predicted subsequence, the length of predicted one is \( C - 1 \). Given this predicted subsequence \( \{\hat{y}_{s+1}, \ldots, \hat{y}_{s+C-1}\} \), the predicted loss for the \( k \)-th retrospection module can be computed as

\[
L_{RM}(k) = \frac{1}{C-1} \sum_{t'=s+1}^{s+C-1} \|\hat{y}_{t'} - y_{t'}\|^2_2.
\]

Note that for each anchor point, we need to predict \( C - 1 \) frames before it. The overall loss for the whole sequence \( \{x_1, \ldots, x_t, \hat{x}_{t+1}, \ldots, \hat{x}_{t+T}\} \) can then be written as

\[
L_{RM} = \sum_{k=1}^{n} L_{RM}(k).
\]

Finally, we combine this retrospection loss with the original seq2seq loss to achieve the resulting objective function:

\[
L_{model} = L_{seq} + \alpha L_{RM},
\]

where \( \alpha \) is a hyper parameter to balance the influence of these two terms.

The proposed retrospection module can significantly enhance the ordinary RRNN method by fully investigating previous information. By retrospecting subsequence before the anchor point, short-term dependencies in frames can be captured. On the other hand, multiple anchor points have been set over the entire sequence to prevent the encoded information from vanishing and improve long-term memory.

### C. Spatial Attention

We introduce spatial attention module to explore different importance of joints in frames. Spatial attention weights are assigned on all the joint angles, so that more attention could be paid on the joint angles that are more informative in describing the motion. For example, “walking” involves more movement on leg joints, which contains more information to model this activity, “smoking”, however, involves more joint angle rotation of arms. Spatial correlations of different joints can therefore be explored and exploited to generate more plausible human poses.

Figure 3(a) illustrates the framework of the proposed spatial attention module. We suppose that the importance of joints mainly depends on the current input pose and the last hidden state that represents the motion velocity. At each time step \( t \), given the input pose \( x_t = [x_{t,1}, x_{t,2}, \ldots, x_{t,K}] \), the spatial attention scores are computed as

\[
score(x_t) = W_a \tanh(W_x x_t + W_h h_{t-1} + b_{ah}) + b_a,
\]

where \( h_{t-1} \) is the last hidden state, \( W_a, W_x \) and \( W_h \) are weight matrices and \( b_{ah} \) and \( b_a \) are bias vectors. This score stands for the importance of each joint angle and is normalized by a Softmax layer as

\[
a_{t,n} = \frac{\exp(score(x_{t,n}))}{\sum_{i=1}^{K} \exp(score(x_{t,i}))},
\]

where \( n \in [1, K] \). Instead of taking original input \( x_t \), the modified input \( a_{t} \cdot x_t \) using spatial attention would be more beneficial for the subsequent processing, as the informative joint angles can be highlighted while those minor ones are weaken in the computation. GRU cells are adopted after the spatial attention module to further process the pose vectors. Thus, the inputs fed to GRU cell in Eq. (3), \( y_s \) and \( \hat{y}_{s+i} \) (\( i \in [1, C - 1] \)), will be replaced with \( a_{t} \cdot y_s \) and \( a_{t+i} \cdot \hat{y}_{s+i} \), as well as the inputs fed to GRU cell in seq2seq model.
D. TEMPORAL ATTENTION

Besides spatial attention applied on each joint, we introduce temporal attention module to summarize all the historical information from different observed frames. Temporal attention weights are assigned to all the frames on encoder so that frames which contain more information to generate current frame will receive more attention and thus assists our model to capture temporal dependencies.

Figure 3(b) illustrates the framework of the proposed temporal attention module. Consider the GRU’s hidden states on encoder denoted as \( h[1 : t] \) and the current input denoted as \( x_t \), the temporal attention scores at time step \( c \) can be computed as

\[
\text{score}(c, i) = W_s[x_c, h_i] + b_s,
\]

where \( i \in [1, t] \). \( W_s \) is weight matrix and \( b_s \) is the bias vector. Similarly, the scores are normalized by a Softmax layer as

\[
a_c,i = \frac{\exp(\text{score}(c, i))}{\sum_{m=1}^t \exp(\text{score}(c, m))},
\]

With attention scores on \( h[1 : t] \), we can obtain a context at time step \( c \) which summarizes all the historical information in encoder with attention on different frames.

\[
\text{context}(c) = \sum_{i=1}^t a_{c,i} \cdot h_i,
\]

To generate the next frame, instead of directly feeding the decoder with hidden state, a combination of context and current hidden state is fed to linear layers to model human dynamics. Thus, the inputs fed to linear layers in Eq. (4) \( P_k \) and \( \hat{h}_{s+1} \) will be replaced by \([\text{context}(s), h_s]\) and \([\text{context}(s+1), h_{s+1}]\), as well as the inputs fed to decoder in seq2seq model.

IV. EXPERIMENTS

In this section, we evaluate the performance of the proposed RMA-RNN algorithm for human motion prediction as well as the roles of its different modules.

A. EXPERIMENTAL SETTINGS

1) DATASET AND DATA PRE-PROCESSING

In experiments, we followed previous works [4], [6], [7], and focus on the Human 3.6M dataset [31], which is currently the largest human motion dataset for 3D mocap data analysis. Human 3.6M dataset provides 15 activities performed by seven actors, including periodic activities such as “walking” as well as aperiodic activities such as “posing”. Each activity trial consists of 3,000 to 5,000 frames. For each frame, 32 joints with a global translation and rotation are provided to represent the 3D human pose, as an exponential map.

We followed the standard data pre-processing for mocap data [3], [4], [6], [7]. Each pose would be normalized. Joint angles dimensions that have constant standard deviation have been discarded to decrease computations, as they do not contribute to human dynamics. In addition, global translation and rotation are set to zero, since they are not considered in the error calculation. The final dimension of our input data is thus 54. We also down-sampled the original data by 2 as suggested, making its sampling rate 25fps. The hyper parameter \( \alpha \) in Eq. III-B is set to 0.5. Different from previous works that take activity labels as supervision information in the format of one-hot encoding [7], the proposed algorithm is an unsupervised method to model human dynamics.

In order to evaluate the generalization performance of the proposed algorithm, we also tested it on the CMU Motion Capture dataset, \(^1\) which has the similar data structure with the Human3.6M dataset [3].

2) BASELINES

State-of-the-art deep RNNs based approaches are included in comparison experiments, including ERD and LSTM-3LR [4], SRNN [6], DAE-LSTM [5] and RRNN and zero-velocity [7]. Since there is no public official implementations for most of these methods, we quoted results of ERD, LSTM-3LR and SRNN from [7] and results of DAE-LSTM from [5]. We used the official implementation to re-produce results of RRNN, and slightly better results were achieved than those reported in [3].

3) IMPLEMENTATION

Similar to previous works [3], [4], [6], [7], we tested on subject 5 while the rest six subjects were used for training. During the training, we fed the network 50 frames (2 seconds in total), and predicted the subsequent 25 frames (1 second in total). We also trained a general model, where the input seed sequences are randomly selected from all the activities, instead of a model that corresponds to a particular activity. Therefore, we consider a more challenging task that training a multi-action model in an unsupervised manner to minimize the mean error of next 1 second prediction.

Our RNN architecture was designed according to the suggestions in residual RNN [7]. We adopted a single gated recurrent unit (GRU) [32] with 1024 units. Momentum method was used to optimize the proposed algorithm and the learning rate is set to 0.005. The batch size is 16, and we also adopted gradient clipping to maximum L2-norm of 5. Our network was implemented using TensorFlow, and it takes 92ms per step on an NVIDIA Titan GPU.

B. EVALUATION ON HUMAN3.6M DATASET

For a fair comparison, we evaluated the performance using the mean angle error for the 15 actions on subject 5 in Human 3.6M dataset and reported the error at 80ms, 160ms, 320ms and 400ms for short-term prediction as in [7], as well as 1000ms for long-term prediction as in [3]. Table 1 shows our quantitative comparison with a set of baselines of human pose generation on actions walking, eating, smoking and discussion, which are commonly used for comparison in previous works. We then compare the proposed algorithm with

\(^1\)Dataset available at http://mocap.cs.cmu.edu
TABLE 1. Detailed results for human motion predictions on walking, eating, smoking and discussion actions from Human3.6M dataset in terms of mean Euler angle error on 80, 160, 320, 400ms (short-term) and 1000ms (long-term). Top section corresponds to previous RNN-based models. "Zero-velocity" is a baseline that constantly predicts last observed frame, which produces static prediction. "RM" stands for retrospection module. "RMA" stands for retrospection module with attention. The best result in bold. Our model outperforms other baselines in almost all the scenarios.

<table>
<thead>
<tr>
<th>Method</th>
<th>Walking 80</th>
<th>Walking 160</th>
<th>Walking 320</th>
<th>Walking 400</th>
<th>Eating 80</th>
<th>Eating 160</th>
<th>Eating 320</th>
<th>Eating 400</th>
<th>Smoking 80</th>
<th>Smoking 160</th>
<th>Smoking 320</th>
<th>Smoking 400</th>
<th>Discussion 80</th>
<th>Discussion 160</th>
<th>Discussion 320</th>
<th>Discussion 400</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERD [4]</td>
<td>0.95</td>
<td>1.18</td>
<td>1.59</td>
<td>1.78</td>
<td>2.24</td>
<td>1.27</td>
<td>1.45</td>
<td>1.66</td>
<td>1.80</td>
<td>2.02</td>
<td>1.66</td>
<td>1.95</td>
<td>2.35</td>
<td>2.42</td>
<td>3.61</td>
<td>2.27</td>
</tr>
<tr>
<td>LSTM-3LR [4]</td>
<td>0.77</td>
<td>1.00</td>
<td>1.29</td>
<td>1.47</td>
<td>1.84</td>
<td>0.89</td>
<td>1.09</td>
<td>1.35</td>
<td>1.46</td>
<td>1.97</td>
<td>1.34</td>
<td>1.65</td>
<td>2.04</td>
<td>2.16</td>
<td>3.61</td>
<td>1.88</td>
</tr>
<tr>
<td>SRNN [5]</td>
<td>0.81</td>
<td>0.94</td>
<td>1.16</td>
<td>1.30</td>
<td>1.78</td>
<td>0.97</td>
<td>1.14</td>
<td>1.35</td>
<td>1.46</td>
<td>2.09</td>
<td>1.45</td>
<td>1.68</td>
<td>1.94</td>
<td>2.08</td>
<td>2.64</td>
<td>1.22</td>
</tr>
<tr>
<td>DAE-LSTM [5]</td>
<td>1.00</td>
<td>1.11</td>
<td>1.39</td>
<td>N/A</td>
<td>1.39</td>
<td>1.31</td>
<td>1.49</td>
<td>1.86</td>
<td>N/A</td>
<td>2.01</td>
<td>0.92</td>
<td>1.03</td>
<td>1.15</td>
<td>1.15</td>
<td>1.73</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Zero-velocity [7]
RRNN [7]
RM (Ours)
RMA (Ours)

RRNN method and zero-velocity baseline on the other 11 actions, as shown in Table 2. Compared with ERD [4], LSTM-3LR [4], SRNN [6] and DAE-LSTM [5], our model outperforms them in all the scenarios. To evaluate the effect of our retrospection module and spatial attention module, we mainly focused on comparisons with state-of-the-art RRNN method and a strong zero-velocity baseline.

Compared with RRNN, our model outperforms it in almost all the scenarios. We can see that our retrospection module assists to produce more precise human poses in most cases, especially for long-term prediction (1000ms), comparing the second and third rows from the bottom (RRNN and RM), which highlights of difficulties for RNN to maintain long-term information with complicated correlated. Thus, our retrospection module enables it to keep track of information from distant past by keeping recalling previous subsequences. Meanwhile, our spatial attention module assists to further explore these complicated spatial dynamics and correlations by paying different attention on joints, comparing the last two rows (RM and RMA). With the combination of them, our RMA model can produce more precise predictions (see the "Average" section). Even compared with strong zero-velocity baseline which constantly predicts the last observed frame, our model still outperforms it in most scenarios, including periodic actions such as walking as well as some challenging actions such as discussion and purchases.

Following [3], [4], [6], [7], we also visualized the generated poses for qualitative analysis. Figure 4 shows our qualitative comparison with RRNN and ground truth on several actions. The sequences from top to bottom correspond to ground truth, RRNN, retrospection module and retrospection module with attention. Since our model can capture spatio-temporal correlations and learn long-term dependencies during training, we expect the model to make predictions over longer horizons. Thus, though the model is trained to minimize the error over 1 second, we visualize 2 seconds prediction for 4 different types of actions to evaluate the performance of our model.

For periodic action (e.g., walking, phoning), both RRNN and our model generate predictions close to ground truth because the correlations of joints can be easily captured due to its periodic, mild dynamics. However, RRNN quickly converges to mean pose and tend to make static prediction in walking and cannot maintains the pose (making phone call) after one second, on the contrary, our proposed model RM and RMA can both stick to ground truth. Furthermore, with attention techniques, the human motion generated by RMA has more accurate velocity compared with RM.

For aperiodic action with small movements (e.g., smoking), RRNN generates implausible human poses where both arms and legs move in the wrong directions after several frames, on the contrary, our models RM and RMA can both generate...
realistic poses which maintain the smoking gesture as the ground truth. In addition, for a combined action phonning, where upper body involves small movements while lower body involves periodic movements, RRNN converges to mean pose and cannot maintain phonning gesture after 1 second, whereas RM and RMA continue generating realistic human poses. This suggests that retrospection module assists to improve the memory of RNN and eliminate error accumulation.

For highly aperiodic action with complicated dynamics (e.g. taking photo), we visualize a challenging subsequence where the actor rises while holding the camera. RRNN quickly converges to mean pose where it sticks to squat gesture. RM and RMA, on the other hand, maintain the similar velocity with ground truth.

C. EVALUATION ON CMU DATASET

Besides Human 3.6M Dataset, we also consider training our model on CMU dataset to evaluate the generalization ability of RMA model. We select 7 actions including periodic actions such as running as well as aperiodic actions such as basketball. Since both datasets have similar data structure, we pre-process the data and evaluate the quantitative results in the same way as in Section IV-A.1. For a fair comparison, we train RMA and RRNN under the same settings and report the average angle error, shown in Table 3. Compared with RRNN, our model outperforms it in almost all the scenarios. Compared with zero-velocity baseline, our model still achieves better results in most scenarios. By applying RMA, the generated motion prediction tends to have a larger margin over longer horizons shown in “Average” column, which demonstrates the advantage of our proposed model in long term prediction.

D. ABLATION STUDY

1) ABLATION ANALYSIS ON DIFFERENT MODULES

In addition to the comparisons between retrospection module (RM) and retrospection module with attention (RMA) in Table 1 and 2, we further conduct thorough experiments to explore contributions of different modules to the final performance in Table 4. More importantly, combinations of different modules always obtain better quantitative results, which indicates that different modules can complement each other well. With the retrospection module equipped with spatial and temporal attention techniques, our full RMA model achieves the best performance.

2) THE ROLE OF SPATIAL ATTENTION

We propose a spatial attention module in order to assist our model to learn spatial dependencies by paying more attention...
FIGURE 5. Ablation study for retrospection module. The left chart corresponds to the quantitative comparison of different location selections for anchor points and the one which sets anchor points on both encoder and decoder networks achieves the best performance. The middle chart corresponds to different interval sizes of anchor points, which shows both small and large interval sizes increase the error. The right chart corresponds to different size of subsequence to retrospect for each anchor point, which shows similar results with interval sizes.

TABLE 4. Thorough ablation analysis on retrospection module, spatial attention and temporal attention. Each row shows average angle error evaluated on Human 3.6M dataset under different module combinations.

<table>
<thead>
<tr>
<th>Settings</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM SA TA</td>
<td>80 160 320 400 1000</td>
</tr>
<tr>
<td>✔</td>
<td>0.43 0.76 1.13 1.26 1.85</td>
</tr>
<tr>
<td>✔ ✔</td>
<td>0.38 0.68 1.01 1.16 1.71</td>
</tr>
<tr>
<td>✔ ✔ ✔</td>
<td>0.39 0.67 0.99 1.12 1.71</td>
</tr>
<tr>
<td>✔ ✔ ✔</td>
<td>0.37 0.66 0.98 1.10 1.71</td>
</tr>
<tr>
<td>✔ ✔ ✔</td>
<td>0.37 0.66 0.98 1.10 1.69</td>
</tr>
</tbody>
</table>

FIGURE 6. Visualization of spatial attention responses using heat map. For each joint, the size and color of circle represents the learned degree of importance, where small size with yellow indicates the low attention whereas large size with red indicates the high attention. Best viewed in color.

3) THE ROLE OF TEMPORAL ATTENTION
The temporal attention module is designed to establish a direct connection between a specific frame in decoder and frames in encoder so that some properties of actions or some key frames can be captured to further assist our model to learn temporal dependencies by summarizing all the historical information in encoder. To illustrate the effectiveness of it, we record some temporal attention scores of frames on different locations from different actions and make them a line chart, as shown in Figure 7. For periodic action walking, we report the attention scores from the first frame (blue line) and the twentieth frame (orange line). There exist some periodic variations as the attention scores decrease and increase over time horizon. Furthermore, compared with the first frame and the twentieth frame, temporal attention scores tend to increase for 0−20 frames in encoder when the model make long term prediction, which denotes that temporal attention module assists our model to learn long-term dependencies. For aperiodic action smoking, some key frames will be paid more attention to, such as 15−20 frames in encoder. For directions which involve movement in almost all the frames, attention scores assigned to encoder frames have small variations.

4) THE ROLE OF ANCHOR POINTS
In our retrospection module, we set anchor points over the whole sequence including encoder and decoder to retro-
However, larger size of subsequence to look back results in redundant information, which makes it difficult to learn spatio-temporal correlations. Thus, with retrospection size corresponding to interval size, retrospection module exactly covers the entire sequence and gains the best performance.

5) THE ROLE OF RETROSPECTION MODULE

Our proposed RMA-RNN model contains few hyper-parameters. Besides C and S discussed in Section IV-D.4, we introduce $\alpha$ to balance the effect of RM and main seq2seq loss in Eq. III-B. In this section, we provide more experiment results on this hyper-parameter $\alpha$. Generally, the impact of RM should not overwhelm the main seq2seq loss since retrospection module acts as an assistance of GRU to make it aware of its own mistake and enable a self-correction ability. In the experiments, appropriate $\alpha$ value ranges within [0.1, 1.0]. Impacts of $\alpha$ with different values on quantitative results are reported in Table 5.

V. CONCLUSION

In this work, we propose a retrospection module with attention to address the challenges in human motion prediction. We demonstrate that the current RNN-based approach cannot produce plausible human poses in longer time horizons or converge to mean pose quickly, whereas our model eliminates these limitations and outperforms it by setting anchor points to retrospect previous frames and applying spatial and temporal attention techniques upon joints and frames. Our proposed model can be treated as extended module built upon chain-structured RNN and can be easily applied on other RNN-based architectures. Based on quantitative and qualitative evaluations, we show the effectiveness of retrospection module and attention modules, which together capture complicated spatio-temporal correlations, invariant and dynamical information. Our proposed model RMA-RNN, focusing on learning long-term dependencies, can be trained on large mocap datasets in unsupervised manner with less parameter tuning and generates longer, more realistic and coherent predictions.
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TABLE 5. Ablation studies on impact of $L_{RM}$. Each row represents mean angle error under different $\alpha$ values.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>80</th>
<th>160</th>
<th>320</th>
<th>400</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.38</td>
<td>0.67</td>
<td>1.00</td>
<td>1.12</td>
<td>1.71</td>
</tr>
<tr>
<td>0.5</td>
<td>0.37</td>
<td>0.66</td>
<td>0.98</td>
<td>1.10</td>
<td>1.69</td>
</tr>
</tbody>
</table>

FIGURE 7. Ablation analysis on temporal attention. Each line represents the temporal attention scores on different encoder frames corresponding to a specific frame in decoder. Each label denotes its action type and the location of frame in decoder.
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