DCiPatho: deep cross-fusion networks for genome scale identification of pathogens
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Abstract

Pathogen detection from biological and environmental samples is important for global disease control. Despite advances in pathogen detection using deep learning, current algorithms have limitations in processing long genomic sequences. Through the deep cross-fusion of cross, residual and deep neural networks, we developed DCiPatho for accurate pathogen detection based on the integrated frequency features of 3-to-7 k-mers. Compared with the existing state-of-the-art algorithms, DCiPatho can be used to accurately identify distinct pathogenic bacteria infecting humans, animals and plants. We evaluated DCiPatho on both learned and unlearned pathogen species using both genomics and metagenomics datasets. DCiPatho is an effective tool for the genomic-scale identification of pathogens by integrating the frequency of k-mers into deep cross-fusion networks. The source code is publicly available at https://github.com/LorMeBioAI/DCiPatho.
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INTRODUCTION

Pathogens are major threats to human and animal health, as well as the environment. According to statistics from the World Health Organization, ~13 million children die from infectious diseases every year worldwide, accounting for 25.5% of the global total annual mortality rate [1]. Plant pathogen infections cause ~30% of crop yield losses globally, exacerbating the food crisis [2]. Therefore, rapid pathogen detection is of great significance for public health [3], food safety [4], animal health [5], plant quarantine [6] and environmental quality [7] studies from a One Health perspective [8].

Pathogen detection based on DNA sequencing is mainly categorized into taxonomy-dependent and taxonomy-independent approaches, which require appropriate computational methods [9]. The former approaches rely heavily on the type of pathogen database [10, 11]. Taxonomy-independent approaches identify pathogens directly from DNA sequences, omitting taxonomic assignment. In these approaches, the algorithms still must be trained on available references for accurate pathogen detection. For instance, machine learning tools, such as Pathogenicity Prediction for Bacterial Genomes (PaPrBaGs) [12] and Bacterial Pathogenicity Classification via Sparse-SVM (BacPaCS) [13], are currently applied for open-view pathogen detection using the precomputed databases of sequences and peptide features of a custom reference database. However, the performance of the above methods is often limited by advances in algorithms, the composition of pretrained databases and the fast evolution and emergence of novel pathogens [14].

Advanced deep learning models are state-of-the-art (SOTA) technologies to improve the performance of DNA sequence classification [15]. Existing models generally take k-mers as the basic processing unit [14, 16, 17]. The k-mer-based methods mainly fall into two categories [18–20]. One category is the frequency-based k-mer feature method. For example, the k-mer frequency was used as the key feature to classify transposable elements using a convolutional neural network (CNN) model with a stacked...
autencoder [21, 22] to predict ncRNA–protein interactions [23] or using bidirectional long short-term memory (BiLSTM) [24]. The other category is k-mer encoding representation methods [19], in which k-mers are converted into a vector space, such as one-hot, word2vec, dna2vec, GloVe and bidirectional encoder representations from transformer (BERT) [25–28]. For example, one-hot encoding and k-mer embedding were used to identify chromatin regions using CNN and Bi-LSTM [25] and YY1-mediated chromatin loops from DNA sequences using CNN [26]. In DeePac [14], CNN and LSTM were used to build a model for pathogenicity classification. BERTax [16] based on BERTs was proposed to classify the kingdom, phylum and genus of DNA sequences. Both DeePac [14] and BERTax [16] are read-based methods. Read-based encoding model prediction mainly relies on the voting outcomes of 300 –1500 bp short reads of gene sequences. Although deep learning methods have wider applicability and better generalization performance in DNA sequence analysis, there are still some shortcomings with respect to their use in pathogen identification. (i) The k-mers can be defined on arbitrary length sequences and constitute an unbiased, general and complete set of sequence features. However, a single frequency rather than the cooccurrence of several frequencies will sometimes cause information loss [24, 29, 30]. (ii) Current deep learning models such as CNN, attention and BERT require fixed length or short sequences as input and consist of sequence features with k-mer coding representation [26, 31]. (iii) If a mean over all the read-length subsequence predictions constitutes the final prediction, without considering the interaction between reads, some global context characteristics of pathogen genomes may be ignored [14, 16]. (iv) The hardware cost of a single iteration of the large language model is climbing higher. Overall, the application potential of current deep learning methods is severely limited by their insufficiency in handling whole genome sequences up to millions of bp.

Therefore, considering automatically learning feature interactions using deep learning networks [32] and extracting arbitrary lengths of k-mer frequencies, we proposed a deep neural network model that can be used to automatically combine k-mer frequency information to efficiently learn the crossover and nonlinear features to generate more effective models. Each layer of the cross network produces higher order interactions based on existing ones and keeps the interactions from previous layers. The model does not require manual feature engineering or an ergodic search and has a low computational cost [30, 32–35]. Our results show that DCiPatho outperforms the competing SOTA methods.

**MATERIALS AND METHODS**

**Dataset preparation**

We downloaded the complete genomes of 32 927 bacteria from the Reference Sequence Database of the National Center for Biotechnology Information (NCBI, https://www.ncbi.nlm.nih.gov/ refseq) in June 2022. The labels of bacterial complete genomes were curated by comparison with the collected information of plant, animal and human bacterial pathogens from the literature and various database websites. Briefly, plant pathogens were obtained from the plant pathogenic bacteria list on the International Society of Plant Pathology Committee (https://www. isppweb.org); animal and human pathogens were obtained from BacPaCs [13] and bacterial_refseq_pathogens in SURPIr-dist [36] and the pathogen database on the NCBI website (https://www.ncbi.nlm.nih.gov/pathogens/) and MBPD [37]. For the label of each genomes, it was double-checked in manual curation by searching of ‘the strain identifier’ AND (‘infection’ OR ‘diseases’). The complete genomes of the 32 927 bacteria were labelled pathogenic or nonpathogenic bacterial strains. Based on the genus level, 22 046 genomes were labelled pathogenic bacterial strains (1269 genera), and 10 882 genomes were labelled nonpathogenic bacterial strains (6568 genera). Multiple sequences of chromosomes and plasmids were included for the complete genome sequences. To obtain ample characteristics of the genomic sequences, we performed a series of processing steps on the initial complete genome sequences. We combined the internal sequences of chromosomes and plasmids in the complete genome of each strain into a single DNA sequence file and stored it as a fasta file while retaining only the ID information of the first sequence to match the Latin name of the strain. Finally, each strain ID corresponds to a long DNA sequence and unique species classification information. The DNA sequence lengths of the bacterial pathogens ranged from 1.1 to 11.6 million bp, with a median length of 3 783 317 bp. The nonpathogenic sequence lengths were distributed between 4.3 and 10.5 million bp (median length: 3 784 056 bp). The processed dataset is named BacRefSeq. To reduce the learning cost and hardware resource cost for beginners and other researchers, we selected a mini dataset named Mini-BacRefSeq from BacRefSeq. Mini-BacRefSeq comprises of 1506 complete genomes including 707 pathogenic bacterial strains (540 species, including animal, human and plant pathogens) and 799 nonpathogenic bacterial strains (687 species).

**Overview of the framework**

The proposed framework DCiPatho is outlined in Figure 1. Given the input of a genomic sequence, k-mer frequency features are first extracted. The features are introduced into a feature cross-fusion prediction network, where CrossNet, ResNet and DeepNet are connected in a side-by-side manner, higher order feature combinations are generated explicitly and implicitly and more nonlinear features are obtained. Then, the outputs of the three networks are combined in the combination layer, and finally, the combined features are scored in the sigmoid layer to obtain the pathogenicity prediction results. The detailed parameter optimization of the DCiPatho model is available in Supplementary 1.1 and Supplementary Table 1.

**The k-mer frequency feature**

The k-mer approach has been successfully used for genome sequence analysis in bioinformatics [38]. Therefore, we used k-mer frequencies to characterize gene sequence feature information, where we notated $N$ as a sequence of length $L$, and $N = \{N_1, N_2, N_3, \ldots, N_N\}$, where $N_i \in \{A, C, T, G\}$. The k-mer is the subsequence of length $k$ in the sequence. For a sequence with a length of $L$, the k-mer frequency is calculated using the sliding window method with a step size of 1 and a window size of $k$. Sliding is performed in a step-by-step manner from the first to the $L-k+1$ position, and the sliding frame is moved one base position at a time until the entire genomic sequence becomes ergodic. The derived feature vector is denoted as $X_0 = (f_1, f_2, f_3, \ldots, f_k)$, where $f_k$ is the original cumulative frequency of the corresponding feature and $K = 4^k$ is the total number of all possible k-mer frequency combinations. Since DNA has a double-stranded structure, each DNA sequence can be sequenced from either strand. Therefore, for a certain subsequence, the k-mer frequency can be combined with the occurrence frequency of its reverse complementary sequence. Considering that a palindrome sequence is the same as its reverse complementary sequence, when $k$ is an odd number, the dimension of the feature vector $X_0$ can be simplified to the dimension of $\sqrt{K}$, and when $k$ is even, the dimension of the
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Figure 1. Overview of DCiPatho. (A) Starting from known pathogen and non-pathogen sequences, we propose a vector representation and a deep learning architecture to train the models for pathogen classification. (B) Neural network architecture of the DCiPatho model. The k-mer frequency feature is initially fed into three network modules in parallel. The ResNet module is constructed from N residual units, which adds the original input feature after ReLU transformation. The DeepNet module is constructed from N numbers of fully connected feedforward neural networks. The CrossNet module is composed of poly-cross layers. Each output of the three modules is equipped with a ReLU activation function. Then, the outputs of the three modules are concatenated into a combination layer, which has multiple dense layers with a sigmoid activation function to obtain the prediction of pathogenic probabilities.

The frequency feature information for K3, K4, K5, K6, K7 and K3–K7 in the BacRefSeq dataset was calculated and normalized using the k-mer frequency method as aforementioned. The performance of different k-mer sizes and their combinations was compared to obtain the optimal input of the k-mer features (Supplementary 1.2 and Supplementary Figure 1A).

Feature cross and fusion prediction network

A DCiPatho network consists of input, a combination of CrossNet, ResNet and DeepNet, and a scoring layer. The specific neural network structure is shown in Figure 1B. As shown in this figure, k-mer feature vectors are fed into CrossNet, and the elements of the feature vectors are computed interactively to obtain feature crosses. Implicit crosses are obtained using ResNet. In DeepNet, the original k-mer features are retained, which increases the nonlinear expression capability of the model. The model has both low-order and high-order cross terms, thereby providing a better model representation capability.

Feature optimization consists of the following three parts

CrossNet

In CrossNet, explicit k-mer feature crosses are obtained directly. The cross network consists of cross layers, where each layer obeys the following equation:

$$C_{i+1} = X_0 C_i^T W_{i,1} + b_{i,1} + C_i$$

where \(i = 1, 2, \ldots, N^c\). \(C_i\) and \(C_{i+1}\) are the outputs of the \(i\)th and \((i+1)\)th cross layers, respectively; \(C_0\) is \(X_0\) and \(W_{i,1}\) and \(b_{i,1}\) are the connection parameters between these two layers. All of the variables in the above equation are column vectors. The output of each layer is the output of the previous layer and the feature crossing.

The unique structure of CrossNet allows the degrees of cross features to increase with the depth of the layer, with one layer of CrossNet providing a maximum of two-dimensional cross features, two layers providing a maximum of three-dimensional cross features and so on.

Therefore, CrossNet can be used to efficiently learn the cross combination of gene k-mer features in a parameter-sharing manner by controlling the number of stacked layers, thereby avoiding manual feature engineering.

ResNet

A multilayer perceptron (MLP) is the main structure in ResNet, and a multilayer residual network is used as a specific implementation of MLP compared with the standard neural network, with the perceptron as the basic unit. Through adequate implicit cross combination of the various dimensions of the feature vector by the multilayer residual network, the model can capture the information within the nonlinear and combinatorial features.
where \( j = 1, 2, \ldots, N^b \); ReLU is the rectified linear unit; \( x_{n} \) is the input to the residual network at layer \( j \); \( X_{n} \) is the output; \( W_{r_{n}} \) is the first connection layer weight at layer \( j \) and \( W_{c_{n}} \) is the second connection layer weight. BN is obtained by normalizing the features in each dimension in a batch of data by subtracting them from the mean and dividing by the standard deviation. The new scaled feature values have a mean of 0 and a variance of 1.

DeepNet

In DeepNet, which is a fully connected feedforward neural network, the original sequence features are dimensionally reduced, and a cross combination of high-dimensional nonlinear features is learned. The output values of each layer are as follows:

\[
H_{i} = \text{ReLU} \left( W_{h_{i}} H_{i-1} + b_{h_{i}} \right)
\]

(3)

where \( i = 1, 2, \ldots, N^{f} \); \( H_{0} \) uses \( X_{0} \); \( H_{i} \) is the output of layer \( i \); \( W_{h_{i}} \) is the fully connected network connection weight; and \( b_{h_{i}} \) is the bias value.

The network modules of the ResNet, CrossNet and DeepNet networks were designed by an ablation study to optimize the module structure for the pathogen classification model of DCiPatho (Supplementary 1.3 and Supplementary Figure 1B).

Feature concatenation and a scoring layer

Finally, the outputs from CrossNet, ResNet and DeepNet are concatenated as sequential feature representations, and feature dimensionality reduction is then achieved through multiple fully connected layers. Pathogenicity prediction is a dichotomous problem i.e. output pathogenicity and nonpathogenicity are obtained by a logit scoring layer.

The feature \( X_{0}^{\text{con}} \) is a combination of cross features and dimensionality reduction features:

\[
X_{0}^{\text{con}} = [C_{nc}, X_{0}, H_{0}]
\]

(4)

Feature \( X_{0}^{\text{con}} \) is then passed through \( n \) fully connected layers for dimensionality reduction. The final output is \( X_{n}^{\text{con}} \):

\[
X_{n}^{\text{con}} = \text{ReLU} \left( W_{n}X_{n-1}^{\text{con}} + b_{n} \right)
\]

(5)

where \( i = 1, 2, 3, \ldots, n \); and \( W_{i} \) and \( b_{i} \) are the neural weights and bias value of layer \( i \), respectively.

The logit layer classification formula is as follows:

\[
F_{n} = \text{sigmoid} \left( W_{p}X_{n}^{\text{con}} + b_{p} \right)
\]

(6)

The probability of the final output pathogenicity \( F_{n} \) is distributed between 0 and 1. \( W_{p} \) is the scoring layer connection weights, and \( b_{p} \) is the bias value.

This model uses BCELoss as the loss function, and \( l_{k} \) and \( L \) denote the loss of the \( n^{\text{th}} \) sample and total loss, respectively, as follows:

\[
l_{k} = - \left[ (y_{k} \cdot \log(f_{k}) + (1 - y_{k}) \cdot \log(1 - f_{k})) \right]
\]

(7)

\[
L = \left[ l_{1}, \ldots, l_{k} \right]^T
\]

(8)

where \( y_{k} \) and \( f_{k} \) are the true and predicted labels of the \( n^{\text{th}} \) sample, respectively.

Benchmarking

To benchmark our method against the SOTA deep learning methods and machine learning methods, including BERTax [16], DeepPac [14], DeepTE [21], PaPrBaG [12] and BacPaCS [13], EC-DFR [39], PlasClass [40], XGBoost and AdaBoost from the scikit-learn library [41] with DCiPatho on the BacRefSeq dataset. For a fair comparison, each model was trained and optimized to obtain the corresponding optimal hyperparameters. The detailed parameter settings and the implementations can be found in Supplementary 1.4.

Evaluation metrics

In this study, we evaluated the comprehensive performance of the DCiPatho network and other artificial intelligence methods for classifying pathogenic sequences using the evolution metric of accuracy (ACC), matthews correlation coefficient (MCC), F1 score, area under curve (AUC), precision-recall curve (PRC) and receiver operating characteristic curve (ROC) in previous studies [42, 43].

RESULTS

Comparison between DCiPatho and other methods on the BacRefSeq dataset

DCiPatho was first benchmarked against the baseline deep learning methods and machine learning methods, including BERTax [16], DeepPac [14], DeepTE [21], PaPrBaG [12] and BacPaCS [13], EC-DFR [39], PlasClass [40], XGBoost and AdaBoost in pathogen prediction on the BacRefSeq dataset (Table 1 and Supplementary Table 2). To guarantee the independence of the test set and enable a robust evaluation, we employed the 5-fold cross-validation approach to partition the training, validation and testing sets of the BacRefSeq dataset. In each fold, 80% of the data was utilized for training, 10% for validation and parameter tuning, whereas the remaining 10% was used for testing the model’s performance. We evaluated our model on the test set and reported the average metrics, and the evaluation results are presented in Table 1 and Supplementary Table 2. More results with other popular deep learning methods, such as Bi-LSTM, Attention and Transformer, can be found in the Supplementary 1.5. The PRC and ROC curves of the best models can be seen in Figure 2A and B. We found that the DCiPatho network showed the highest ACC, AUC, F1 and MCC scores among all the models. In the ROC and PRC curves, DCiPatho had the best performance, with ROC and PRC values of 98.2 and 99.2%, respectively. Compared with the DNA representation of k-mer frequency, the results of sequence-based encoding were not ideal. Therefore, DCiPatho is a better way to obtain genome features, which can better solve the problem of long genome sequence representation than read-sequence-based encoding. The results show that DCiPatho can be used to effectively differentiate between pathogenic and nonpathogenic bacteria.

Performance of DCiPatho using the PATRIC dataset

We compared the prediction accuracy of DCiPatho to the nine SOTA methods on a new pathogen dataset of PATRIC to further evaluate the performance of the DCiPatho model in novel pathogen identification. PATRIC has a total of 878 pathogenic sequences belonging to 179 genera with a median genome sequence length of 4 940 713 bp. DCiPatho showed the best accuracy, with ~8 and 11% higher accuracy than BacPaCS, DeepTE and BERTax, respectively, which are advanced deep
Table 1. Comparing the performance of DCiPatho to nine advanced machine learning / deep learning methods on identifying the complete genome of pathogens

<table>
<thead>
<tr>
<th>Methods</th>
<th>ACC (%)</th>
<th>MCC (%)</th>
<th>AUROC (%)</th>
<th>F1 Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PlasClass</td>
<td>93.11 ± 1.05 (bc)</td>
<td>83.52 ± 0.83 (c)</td>
<td>96.73 ± 0.36 (b)</td>
<td>94.21 ± 1.14 (b)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>92.78 ± 0.48 (bc)</td>
<td>83.81 ± 0.69 (bc)</td>
<td>96.93 ± 0.56 (b)</td>
<td>94.18 ± 1.10 (b)</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>77.87 ± 2.27 (e)</td>
<td>43.99 ± 1.65 (f)</td>
<td>83.41 ± 0.98 (e)</td>
<td>84.91 ± 1.21 (d)</td>
</tr>
<tr>
<td>PaPrBaG</td>
<td>93.95 ± 0.32 (ab)</td>
<td>87.25 ± 0.61 (a)</td>
<td>96.54 ± 0.44 (b)</td>
<td>94.79 ± 0.93 (ab)</td>
</tr>
<tr>
<td>BacPaCS</td>
<td>65.12 ± 1.39 (f)</td>
<td>47.14 ± 1.01 (e)</td>
<td>65.80 ± 0.63 (f)</td>
<td>73.77 ± 1.06 (e)</td>
</tr>
<tr>
<td>DeepPac (ResNet)</td>
<td>84.44 ± 1.09 (d)</td>
<td>63.23 ± 1.02 (d)</td>
<td>95.12 ± 0.43 (bc)</td>
<td>87.95 ± 1.01 (c)</td>
</tr>
<tr>
<td>DeepTE</td>
<td>91.88 ± 0.66 (c)</td>
<td>83.35 ± 1.02 (c)</td>
<td>95.90 ± 0.70 (bc)</td>
<td>95.12 ± 0.81 (bc)</td>
</tr>
<tr>
<td>EC-DFR</td>
<td>92.74 ± 0.49 (bc)</td>
<td>85.41 ± 1.19 (b)</td>
<td>90.82 ± 0.62 (b)</td>
<td>94.19 ± 0.85 (b)</td>
</tr>
<tr>
<td>Bertax</td>
<td>85.83 ± 1.32 (d)</td>
<td>70.03 ± 1.21 (d)</td>
<td>92.10 ± 1.02 (c)</td>
<td>90.10 ± 0.96 (c)</td>
</tr>
<tr>
<td>DCiPatho</td>
<td>95.14 ± 0.28 (a)</td>
<td>88.52 ± 0.81 (a)</td>
<td>98.49 ± 0.39 (a)</td>
<td>96.41 ± 0.20 (a)</td>
</tr>
</tbody>
</table>

Notes: For genome sequences, we used the BacRefSeq test dataset. Different lower case letters in parentheses indicate a significant difference among the mean of the evaluation metric of different models by the analysis of variance (ANOVA) by post hoc Tukey test at the 5% level of significance (P < 0.05, n = 5). In contrary, the difference between the means of each evaluation metric is not statistically significant for the models with the same letter. The best performance of evaluated models is highlighted in bold.

Figure 2. Benchmarking the performance of the DCiPatho model using the BacRefSeq dataset. (A) ROC curves of DCiPatho and other methods. (B) PR curves of DCiPatho and other methods.

Learning methods (Figure 3A). However, the prediction accuracy of DCiPatho was 82.24%, which is not as high as that on the BacRefSeq test set (95.21%). This could be explained by the fact that only 114 pathogen species were shared between the BacRefSeq and PATRIC datasets (Figure 3B). On the PATRIC dataset, the DCiPatho model effectively identified the pathogen species present (100% median accuracy) in the BacRefSeq dataset compared with those absent (70.86% median accuracy) from the training set i.e. novel pathogen species (Figure 3C). For unlearned pathogens, 45 of 149 species (40%) were identified well by the DCiPatho model, with a prediction accuracy of >80% (Figure 3D). This suggests that DCiPatho outperformed other models in terms of generalized performance and accurately identified novel, unknown and unlearned pathogen species.

High transferability of DCiPatho to metagenomes

To evaluate the transferability of DCiPatho from genome to metagenome prediction, we assessed the performance of DCiPatho on metagenome-assembled genomes (MAGs) from the gut microbiome of hospitalized adults [44]. A total of 665 high-quality MAGs (19 pathogen and 56 nonpathogen species, completeness >90% and contamination <5%) were filtered using CheckM [45] via the lineage-specific workflow. We found that the mean prediction accuracy on MAGs was only 62.31%, which is unsatisfactory using the pretrained DCiPatho model on the BacRefSeq dataset based on complete genomes. We suspect that the inaccuracy could be attributed to significant differences in sequence types and species composition between the BacRefSeq and MAG datasets. Therefore, we de novo trained the DCiPatho model on the MAG dataset to identify pathogen potential for metagenomics using the pipeline method shown in Figure 1. Remarkably, the average prediction accuracy of de novo-trained DCiPatho in pathogen identification drastically increased from 62.31 (using the pretrained DCiPatho model) to 95.45% with an MCC of 86.40%, a ROC of 99.17% and an F1 score of 89.28% (Figure 4A). Interestingly, the de novo-trained DCiPatho model showed excellent performance in identifying the pathogen species both absent and present in the BacRefSeq dataset, with median accuracies of 93.38 and 99.81%, respectively (Figure 4B). In detail, 16 of 19 pathogen species (82.2%) were identified by the de novo DCiPatho model with an accuracy of >85% (Figure 4C). This suggests that the DCiPatho model has superior performance on diverse dataset types for both genome and metagenome sequencing.

Feature representations and contribution analysis learned by DCiPatho

To examine the effectiveness of the feature representation learned by the trained DCiPatho model, we applied a two-level feature visualization strategy to visualize this feature representation. The details of the feature visualization can be found in Supplementary 2. We visualized abstract features in the input layer, ensemble layer and two dense layers of the trained DCiPatho model. Figure 5A shows the feature representations of four different layers for the model trained on the BacRefSeq dataset. The raw dataset representation is shown first. The pathogenic data points are mixed with the nonpathogenic data points. After the ResNet layer of our model, the pathogenic
data points were gradually separated from the nonpathogenic
data points. Based on the feature representations learned by the
combination layer of the model, we can see that the data points
are almost split into two parts. After the dense layer of the model,
the data points seem to be more clearly divided into two groups,
and the specificity in the 2D space becomes larger, which indicates
a greater degree of discrimination. Thus, DCiPatho can effectively
learn important feature representations.

To further explain different k-mer vectors, we explored the
impact of different k-mer sizes on the prediction results of DCi-
Patho. Since we extracted k-mers with varying lengths of K3-K7
in feature extraction, we divided the features into five groups
according to the k-mer size. Then, we used Captum [46] to quan-
tify the degree of pathogenic contribution of different k-mer
sizes. In looking at each group, we visualized the distribution of
importance from the top 10 to the top 10,000 shown in Figure 5B.
In conclusion, we found that among the top 10 most essential feature contributions, only K6 and K7 are included, and as the k-mer size increases, the maximum value of the contribution degree in the model increases monotonically. This phenomenon proves our hypothesis because the larger the k-mer size is, the lower the frequency of the individual k-mer, and the more unique and representative they are. As shown in Figure 5C, we generated violin plots to show the contribution of the corresponding k-mer size with respect to the model, with the middle line representing the average and the lines at both ends representing the extreme values. Except for K3, the overall shape and distribution of various sizes are similar (the quartiles are very close), but there are more outliers in K7; as the size increases, the maximum value of the contribution degree also increases.

DISCUSSION

We proposed a novel deep learning model, DCiPatho, for the rapid, accurate and unbiased diagnosis of DNA-based pathogens. The key advances underlying our model include (a) accurate genomic scale classification at the Mb level of DNA sequences based on the enhanced features of k-mer frequencies with deep cross-fusion networks, (b) detection across a broad range of pathogenic bacteria infecting humans, animals and plants, (c) compatibility with both known and unknown and unlearned pathogen sequences and (d) a dual-use model of genomic and metagenomic DNA sequences from WGS and mNGS platforms. Importantly, we found that DCiPatho can accurately predict the potential of pathogens. The great power of DCiPatho can be observed, especially for species that did not appear in the training set. In addition, high accuracy and F1 scores were obtained, particularly for identification on the test set of BacRefSeq (mean accuracy = 95.21%) and metagenomic DNA (mean accuracy = 95.45%). Furthermore, 40% of the unlearned novel pathogen species in the PATRIC test dataset can be well predicted by our model with a prediction accuracy of >80%. Although the accuracy was similar or superior to that of the current pathogen detection tools [12–14, 47], the overall performance of DCiPatho is superior in general, with higher MCC and F1 scores.

In this work, we challenged and resolved the current difficulty of machine learning classification on the Mb length of long DNA sequences at the full genomic scale. Currently, there are excellent tools such as DeePaC, which can be used to predict pathogenic
potential based on the genomic sequences of bacteria, viruses and fungi [14, 48, 49] with prediction accuracies ranging from 87.8 to 95.0%. Generally, one-hot encoding and/or dna2vec sequence feature types or BERTax, whereas the BERT pretrained models consume considerable computational resources and may ignore global features in the genome to some extent [12–14]. The k-mer frequencies better account for global features. To avoid the influence of coupling relationships between sequences on the prediction results, we deployed the ResNet, CrossNet and DeepNet deep cross-fusion networks to train the classifier based on the combination of features from K3 to K7. Indeed, another issue of the k-mer-based classifier is determining the appropriate k-mer size to obtain a good trade-off between computational complexity and feature information. Several works have shown that short k-mers are sufficient to provide effective informative features [25, 50, 51]. Long k-mers may affect the model performance based on the number of uninformative k-mers and lead to heavy computational resource costs [52]. Thus, we developed a pipeline for feature extraction and combination on the frequency of different k-mers in the DCiPatho framework. Our assessment also showed that the combination k-mer features outperformed any feature inputs of a single k-mer from K3 to K7.

In the benchmark test, DCiPatho achieved the best performance in terms of the evaluation metrics in comparison with other classification models. XGBoost and AdaBoost are current advanced machine learning models [53], FlasClass, PaPrBaG, BacPaCS and EC-DFR are currently excellent bioinformatics classifiers, and DeepaC, BERTax and DeepTE are deep learning models. Another reason to start with the frame algorithms of the above tools is that they are more suitable for de novo model training and fair comparison based on the combination feature of k-mers of genomic scale DNA sequences. Furthermore, the deep cross-fusion networks for our DCiPatho model outperformed the individual and dual networks of ResNet, CrossNet and DeepNet.

Uncertainty in labels can cause serious problems with respect to large errors in model evaluation and the loss of important features, and it is crucial to accurately and consistently define human pathogens. However, these are not simple tasks [14]. Several tools are already available in the field of human pathogenic bacteria, and DCiPatho attempts to classify human and plant pathogens at the genomic level. However, more research is needed to explore this issue. Examples include the use of confident learning [54] (finding and learning with label errors in the dataset) and the construction of multivariate classification models for animal, plant, human and zoonotic pathogens. Finally, there are other studies that could be considered to identify pathogenic bacteria not based on the amplicon level, metabolism or transcriptome level.

There are still challenges and difficulties at this period, including classification at the transcriptome level and attempting to extract more advanced sequence-based features on the extremely large sequence of the entire genome. In addition, more research on enhancing the performance of DCiPatho on the 16S dataset and other gene sequencing methods is needed.

CONCLUSIONS

We developed a deep cross-fusion network model of DCiPatho for the genome-scale identification of human, animal and plant pathogens. We carefully designed and investigated the k-mer combination feature and network structure. We found that DCiPatho can be enhanced by cross features to identify pathogens in t-SNE feature visualization. DCiPatho achieves SOTA results and a shorter prediction time. The performance of the k-mer frequency cross feature is better than that of the k-mer encoding feature in the whole genome level pathogen prediction. DCiPatho is also easily extendable to WGS genomics to mNGS metagenomics data and might also be used as a general workflow for the construction of deep cross-fusion network architectures beyond pathogen detection at the long DNA sequence level. We anticipate a broad application of DCiPatho for open-view diagnosis in clinical, agricultural, fishery and veterinary settings in the current health era. For future work, we plan to build a long sequence deep learning feature representation and classification model on larger scale dataset.

Key Points

- DCiPatho proposed a deep cross-fusion network for genome-scale pathogen detection.
- DCiPatho can be used to extract cross features of k-mer frequency.
- DCiPatho achieves SOTA results based on low computational power. We also demonstrate the capability of feature cross-combination compared with general feature engineering techniques.
- DCiPatho can be used to detect a broad range of pathogenic bacteria infecting humans, animals and plants.
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