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Abstract

In the classic network security games, the defender distributes defending resources to the nodes of the network, and the attacker attacks a node, with the objective of maximizing the damage caused. In this paper, we consider the network defending problem against contagious attacks, e.g., the attack at a node $u$ spreads to the neighbors of $u$ and can cause damage at multiple nodes. Existing works that study shared resources assume that the resource allocated to a node can be shared or duplicated between neighboring nodes. However, in the real world, sharing resource naturally leads to a decrease in defending power of the source node, especially when defending against contagious attacks. Therefore, we study the model in which resources allocated to a node can only be transferred to its neighboring nodes, which we refer to as a reallocation process. We show that the problem of computing optimal defending strategy is NP-hard even for some very special cases. For positive results, we give a mixed integer linear program formulation for the problem and a bi-criteria approximation algorithm. Our experimental results demonstrate that the allocation and reallocation strategies our algorithm computes perform well in terms of minimizing the damage due to contagious attacks.

1. Introduction

Recently, studies on Stackelberg security games have attracted enormous attention in artificial intelligence and combinatorial optimization communities (Letchford et al., 2009; Tambe, 2012; Sinha et al., 2018). Meanwhile, the resulted algorithms have been increasingly deployed to compute the optimal allocation of defending resources in multiple real-world applications, such as patrolling.
problems (Yin & Tambe, 2012; Gan et al., 2015), managing energy power system (Paul et al., 2020) and protecting data privacy (Ye et al., 2022). Among these works, a considerable portion focus on games on networks (Assimakopoulos, 1987; Gan et al., 2017; Zhang et al., 2017; Schlenker et al., 2018; Tan & Wang, 2020; Jin et al., 2019), in which a defender needs to allocate resources among nodes on a graph. Each node of the graph has a specific value (loss) and a defending requirement. If the defending resource allocated to the node meets the defending requirement then no loss will incur even if the node is attacked. The defender’s goal is to minimize the loss due to any possible attack carried out by an attacker. Motivated by the pandemic, in this paper, we consider the case when the attack is contagious, i.e., when the attacker chooses a node of the graph to attack, the neighbors of the chosen node are also under attack. Such contagious attack model can also capture other real-world applications when the attack at a single node may cause loss at multiple (neighboring) nodes, e.g., the spread of virus among computers, or the spread of harmful information in social networks. Below we show an example of such a contagious attack and the defending strategy against it.

**Example 1.1** Consider the graph shown in Figure 1, where each node represents a city and has a certain population (m for million), which represents its value and defending requirement. Suppose...
that some viral disease will outbreak in one of the cities and we are given limited resources, say, 10 million masks, to defend against it. When a city is allocated an amount of masks at least that of the population, we assume that the city is well defended. The goal is to allocate the resource to the nodes so that the worst case damage is minimized. To optimize the resource utilization, we always allocate to a node either the resource equal to the defending requirement or 0 resource. If the attack is not contagious, the problem can be easily solved by greedily allocating the resource to the nodes with the highest value (see Figure 2 for the optimal defending strategy). In the example, we color a city green if it is well defended; we color a city red if it is not well defended and attacked. If the attack is contagious then the defending strategy shown in Figure 2 might not be optimal. For example, suppose that when a node is attacked, the attack spreads to all its neighbors. Then when Chicago is under attack, the total loss will be very large under the greedy allocation strategy (see Figure 3). Therefore, the optimal (greedy) allocation strategy against non-contagious attack is no longer optimal for contagious attack. For contagious attack, it can be verified (by enumerating all subsets of cities with total threshold at most 10m) that the optimal strategy is to allocate the resources on Toronto, Chicago, Houston, San Diego and Miami (see Figure 4). Under this defending strategy, no matter which city is attacked, the total loss is at most 8.4m (achieved when New York is under attack).

From the above example we can see that the optimal defending strategy against contagious attack can be very different from that for non-contagious attack. Moreover, it can be seen that it might be difficult to find the optimal defending strategy. In fact, as we will show in this paper, computing the optimal defending strategy against contagious attack is NP-hard.

For the network security games, many existing works consider the setting when the allocated resource can be shared between neighboring nodes (Yin et al., 2015). For example, Gan et al. (2015) considered a network security game in which allocating one unit of resource to some target protects not only the target but also the neighboring targets. Li et al. (2020) studied the model in which the defending power of each node \( u \) is determined by the resource \( r_u \) allocated to \( u \), plus a linear combination of the resources allocated to its neighbors. These models are mainly motivated by surveillance or patrolling applications (Vorobeychik et al., 2014; Paruchuri et al., 2007), in which the defending resource, e.g., the patrollers or the surveillance cameras, can often cover a set of (neighboring) positions instead of a single position. Therefore in these models, when a node \( u \) shares its resource with its neighbors, the defending power of node \( u \) remains the same.

However, for defending problems in which the attack is contagious, it is necessary to take into account the decrease in the defending power of node \( u \), especially when \( u \) is at the risk of being involved in the attack. For example, consider the outbreak of a highly contagious virus at some city \( u \). At the early stage of the outbreak, it is natural and necessary to borrow medical resources, e.g., doctors and equipment, from neighboring cities of \( u \) to improve the defending status of city \( u \). Before long, when the virus breaks out on a large scale to the neighboring cities, the deficiencies of medical resources at these cities are naturally expected. For contagious attack, when evaluating the damage, it is necessary to include damage caused at each of the node the attack spreads to. Consider the virus outbreak at some node \( u \). The virus spreads to the neighbors of \( u \) and can cause damage at each of the nodes the attack spreads to, depending on how well the node is defended. In this case, if we measure the defending power of \( u \) by taking into account the resources shared from its neighbor \( v \), then naturally, we need to consider the decrease in the defending power of \( v \). Ideally, a node \( v \) can only transfer (a fraction of) the resource allocated to \( v \) to its neighbor \( u \), which increases the
defending power of the receiver $u$ but decreases its own defending power\(^1\). When defending against attacks without spreading effects, this assumption is equivalent to being able to duplicate resources between neighbor nodes, as we can always transfer the maximum possible resources towards the node under attack. However, when the attack can spread to neighbors of the node under attack, this assumption demands a stronger defending requirement. Specifically, the following example shows that when resources can only be transferred (instead of being duplicated), the total resource required to obtain a good defending result can be much larger.

**Example 1.2** Consider a star graph, with node $u$ at the center, and $v_1, v_2, \ldots, v_{n-1}$ being neighbors of $u$, where each node requires 1 unit of resource to defend itself. Suppose that node $u$ is attacked and the attack spreads to all neighbors of $u$. When resources can be duplicated, allocating one unit of resource at node $u$ guarantees that every node is well defended, and thus no loss is incurred. However, when resources can only be transferred, as long as the total resources allocated are less than $n$ units, there will be nodes that are not well defended.

In this paper, we consider the problem of defending against contagious attacks, in which the defending resources can only be transferred between neighboring nodes. Specifically, when the attacker attacks a node $u$ in the network, the attack spreads to neighbors of $u$ and may cause damage at multiple nodes. The defender decides an allocation strategy of defending resources to nodes in the graph before the attack happens, and is allowed to transfer some resources between neighboring nodes (subject to some capacity constraints) when the attack happens. Our model is motivated by real-world applications like defending against virus spreading. In these applications, e.g. outbreak of virus, it is reasonable to assume that we can transfer medical resources or doctors between neighboring cities or countries in order to minimize the damage when the virus breaks out. Existing models fail to capture such applications as most of them do not consider the reallocation of defending resources.

**1.1 Our Results**

We study the problem of computing optimal allocations and reallocations of defending resources. Since our main motivation of the problem is defending against virus spreading and, in real world, the allocation of defending resources is usually public information, we focus only on pure strategies, i.e., deterministic defending algorithms. We propose a mathematical model that generalizes that of (Gan et al., 2015; Li et al., 2020), and assume that (1) an attack spreads to a subset of nodes and may cause damage at each of them; (2) defending resources can be transferred between neighboring nodes, which we refer to as a reallocation of resources. A defending strategy needs to compute an allocation strategy before the attack happens, and a reallocation strategy depending on which node is attacked, subject to the capacity constraints associated with the edges. In this work, we study the defending strategy under two forms of attack: adaptive attack and uniform attack. For adaptive attack, the attacker will choose a node to maximize the damage. So the objective of the defender is to minimize the maximum possible damage due to an attack. For uniform attack, the attacker will attack each node with equal probability and thus the objective of the defender is to minimize the expected loss due to the random attack\(^2\).

---

1. Throughout this paper we assume that the resource transfers happen instantaneously, which is different from the works (e.g., (Yin et al., 2015; Lamballais et al., 2022)) in which the reallocation of resource takes time.
2. It should be noted that under this attack mode, the problem is no longer a Stackelberg Game.
Our work mainly focuses on the case when the attack is adaptive. In Section 3 and 4, we present the hardness and algorithms against adaptive attacks. We show that the general model is difficult in two aspects. We first show that even with a given allocation of resources and a node that is attacked, computing the optimal reallocation is \( NP \)-hard (Section 3). Then we show that if no reallocation is allowed, the problem of computing the optimal allocation strategy is also \( NP \)-hard (Section 4.1). Regarding positive results, we provide mixed integer linear programs (MILPs) to model the computation of allocation and reallocation strategies (in Section 4.2). We show that the optimal solutions for the MILP provide optimal allocation and reallocation strategies. Since solving an MILP is not guaranteed to terminate in polynomial time, we also propose polynomial time algorithms for special cases and approximation algorithms. We give a polynomial time algorithm that decides whether there exists a defending strategy in which no loss incurs, and outputs one if it exists (Section 4.3). Then we give a polynomial time bi-criteria \((1 - \epsilon, 1 - \epsilon)\)-approximation algorithm, for any \( \epsilon \in (0, 1) \) (see Section 4.4 for a formal definition of bi-criteria approximations). Specifically, for \( \epsilon = 0.5 \) we have a bi-criteria \((2, 2)\)-approximation. Moreover, we show that under the Unique Game Conjecture (Khot & Regev, 2008), there does not exist \((2 - \delta, 2 - \delta)\)-approximation, for any constant \( \delta > 0 \). We consider the uniform attacks in Section 5, in which we show that computing the optimal allocation and reallocation strategy is \( NP \)-hard. We also show that the MILP formulation and the approximation algorithm we developed for adaptive attacks can also be applied to defend against uniform attacks.

Finally, we perform an extensive evaluation of our algorithms on synthetic and real-world datasets in Section 6. In the experiments, we evaluate the performance of our approximation algorithm by comparing its effectiveness and efficiency with the optimal solution and other algorithms. By varying the total resources and the contagiousness on different datasets, our experiments demonstrate that our approximation algorithm outperforms other heuristic algorithms and is always able to efficiently compute close-to-optimal defending strategies.

Our contributions can be summarized as follows:

- For adaptive contagious attacks, we prove that both the computation of the optimal allocation and the optimal reallocation strategies are \( NP \)-hard.
- We formulate an MILP for computing the optimal defending strategy, based on which we propose polynomial time algorithms for computing the perfect defending strategy and the bi-criteria approximation solutions.
- We show that the problem remains \( NP \)-hard under uniform contagious attacks and our bi-criteria approximation algorithm still applies in this setting.
- We perform an extensive evaluation of our algorithms on synthetic and real-world datasets to verify their effectiveness under different settings.

1.2 Other Related Work

There are existing works that consider security game models in which nodes have arbitrary values (Kiekintveld et al., 2009; Korzhyk et al., 2010; Conitzer & Sandholm, 2006). However, it is commonly assumed in these works that the thresholds of nodes are uniform\(^3\) and they do not con-

---

3. Their works often do not specify the “threshold” explicitly. Instead they assume that a single unit of defending resource suffices to defend one target, which is equivalent to having uniform defending thresholds.
consider resource sharing. To be more specific, the problem is usually modeled by allocating $m$ units of resources to $n$ nodes ($m < n$) in either a deterministic or randomized way. A node is well protected if it receives one unit of resource. In our model, the threshold of each node can be arbitrary. Besides, we also consider resource sharing between neighboring nodes. In contrast, there is a sequence of existing works in the network security game domain that consider resource sharing between nodes. Gan et al. (2015, 2017) consider models in which allocating one unit of defending resource to a node can also protect the neighbors of that node. Yin et al. (2015) also study a model in which the resource can be transferred, and they assume transferring resources takes time. However, these existing models do not consider contagious attacks. There are also works that study the contagion in network security games (Aspnes et al., 2006; Nguyen et al., 2009; Tsai et al., 2012; Bachrach et al., 2013; Goyal & Vigier, 2014; Vorobeychik & Letchford, 2015; Acemoglu et al., 2016; Lou et al., 2017). Nevertheless, these works do not model the problem in terms of allocating defending resources to meet defending requirements and minimizing the loss due to attack, and thus are incomparable to our model. There are other works that study contagion of attack by assuming that an insufficiently protected node can affect the defending result of its neighboring nodes (Chan et al., 2017; Li et al., 2020). Moreover, Zhao et al. (2019) study algorithms for computing optimal resource allocation on networks in the application of virus propagation. However, resource reallocation is not considered in their model. The problem of efficient resource reallocation has also been studied in other related works (Bondi et al., 2020; Yedidsion, 2012). However their focus are different from ours. For example, Bondi et al. (2020) consider the security games with signaling, with the goal of minimizing the uncertainties in the real-world applications. There are also works that study other game-theoretic models of the security games (Kunreuther & Heal, 2003; Johnson et al., 2010; Chan et al., 2012).

To enable a clear comparison of our model with the most closely related existing models, we summarize the main features of the models in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Limited Budget</th>
<th>Contagious Attacks</th>
<th>Resource Sharing</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Gan et al., 2015)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(Li et al., 2020)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(Yin et al., 2015)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(An et al., 2013)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(Vorobeychik et al., 2014)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(Kiekintveld et al., 2009)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(Korzhyk et al., 2010)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(Conitzer &amp; Sandholm, 2006)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(Aspnes et al., 2006)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ours</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1: Summary of existing models.

2. Model Description

We model the network as an undirected\(^4\) connected graph $G(V, E)$, where each node $u \in V$ has a threshold $\theta_u$ that represents the defending requirement, and a value $\alpha_u$ that represents the possible

---

\(^4\) While we assume the graph is undirected, all our results extend straightforwardly to directed graphs.
Definition 2.1 (Allocation Strategy) We use $r_u \geq 0$ to denote the resource allocated to node $u$. We use $r = \{r_u\}_{u \in V}$ to denote an allocation strategy.

Definition 2.2 (Reallocation Strategy) We use $t(u, v) \geq 0$ to denote the resource node $u$ transfers to its neighbor $v$. In general node $v$ can also send resource to node $u$ (which is denoted by $t(v, u) \geq 0$). We use $t = \{t(u, v), t(v, u)\}_{(u, v) \in E}$ to denote a reallocation strategy.

The fractions of resource transferred between $u$ and $v$ are upper bounded by the edge weight as following conditions:

$$t(u, v) \leq w_{uv} \cdot r_u, \quad t(v, u) \leq w_{uv} \cdot r_v.$$ 

That is, each node $u$ can transfer at most $w_{uv}$ fraction of the resource $r_u$ to its neighbor $v$. Additionally, we need to guarantee that the total resources node $u$ sends out is at most the total resource allocated to $u$ by the allocation strategy: $\sum_{v \in N(u)} t(u, v) \leq r_u$.

Since the resources can be sent and received, the defending power of a node is not fixed. When evaluating whether a node is well defended or not, we need to look at its defending power after the reallocation. In other words, the initial allocation of defense resources does not decide the final loss due to attack, unless no resource is reallocated in the reallocation strategy. Depending on the attack, the defending power at each node can be adaptive by deciding an appropriate reallocation strategy.

Definition 2.3 (Defending Power) The defending power of node $u$ is defined as the total resource node $u$ receives after the reallocation, which is given as follows:

$$p_u = r_u - \sum_{v \in N(u)} t(u, v) + \sum_{v \in N(u)} t(v, u).$$

We use $p = \{p_u\}_{u \in V}$ to denote defending powers of nodes.

Depending on the reallocation, the defending power $p_u$ of node $u$ takes values in range $[\overline{p}_u, \hat{p}_u]$, where

$$\overline{p}_u = \max \left\{ 1 - \sum_{v \in N(u)} w_{uv}, 0 \right\} \cdot r_u,$$

$$\hat{p}_u = r_u + \sum_{v \in N(u)} w_{uv} \cdot r_v.$$ 

5. Similar to (Li et al., 2020), we assume that the allocated resource can take non-integer values in our model.
Note that the allocation strategy \( r \) (which allocates the defending resources) must be decided before the attack happens. In contrast, the defender can decide the reallocation strategy depending on which node is attacked. Specifically, the defender can define \( n \) reallocation strategies \( \{ t^u \}_{u \in V} \), one for each node when it is attacked.

Put differently, there are four sequential steps:

1. the algorithm decides an allocation strategy \( r \), which allocates a total of \( R \) resources;
2. the attacker picks a node \( u \) to attack;
3. the algorithm decides a reallocation strategy \( t^u \) to minimize the loss due to the attack. Note that at this point, the allocation strategy is fixed, but the defending power depends on the reallocation strategy.
4. the loss due to the attack is evaluated.

**Definition 2.4 (Defending Strategy)** We refer to a solution for the defending problem as a defending strategy \( (r, \{ t^u \}_{u \in V}) \), which consists of an allocation strategy \( r = \{ r_u \}_{u \in V} \) and \( n \) reallocation strategies \( \{ t^u \}_{u \in V} \).

### 2.2 Loss Due To An Attack

Next, we define the loss due to an attack. Let \( p = \{ p_u \}_{u \in V} \) be the defending powers of nodes. Suppose \( u \) is attacked, the attack spreads to all nodes in \( N_k(u) \), where \( k \) is a parameter that represents the level of contagiousness of the attack. The loss due to the attack is the total damage caused at nodes in \( N_k(u) \), where each node \( v \in N_k(u) \) suffers from a damage of \( \alpha_v \) if \( p_v < \theta_v \). If \( p_v \geq \theta_v \), then no damage is caused at \( v \).

**Definition 2.5 (Defending Result)** Given defending strategy \( (r, \{ t^u \}_{u \in V}) \), let \( \text{Loss}(u) \) be the total damage when \( u \) is attacked and the reallocation strategy \( t^u \) is deployed. The defending result is defined as the maximum loss due to an attack, i.e., \( \max_{u \in V} \text{Loss}(u) \).

The objective of the problem is to compute a defending strategy with the minimum defending result. We use \( \text{OPT} \) to denote the optimal (minimum) defending result. In the remaining part of the paper, we use DCA (Defending against Contagious Attack) to refer to the problem of computing the defending strategy against contagious attack. Note that the decision problem of verifying whether a defending strategy has result at most some value is in \( \text{NP} \). Given the defending strategy, the verification can be done by computing \( \text{Loss}(u) \) for every node \( u \) and taking the maximum, both of which take polynomial time.

**Remark.** When \( k = 0 \), there is no spreading effect and we only need to protect the node under attack by borrowing defending resources from its neighbors. Hence in this case we have \( p_u = \hat{p}_u \) if node \( u \) is attacked. Then the problem degenerates to the single-threshold model of (Li et al., 2020), which can be solved in polynomial time. However, in general (when \( k \geq 1 \)), when the attack spreads to multiple nodes, the reallocation must be carefully designed so as to protect multiple nodes, because when a node transfers resource to its neighbors, its own defending power decreases.
3. Optimal Response to an Attack

As a warm-up towards further analysis, in this section, we first focus on the subproblem of computing optimal reallocations. That is, given a fixed allocation strategy \( \{r_u\}_{u \in V} \) and suppose node \( u \) is under attack, we compute the reallocation strategy \( t_u \) with which \( \text{Loss}(u) \) is minimized.

The following example shows how an appropriate reallocation of resources helps reduce the damage due to an attack.

**Example 3.1** Consider the graph given in Figure 5(a), and suppose that node \( a \) is under attack. For \( k = 1 \), the attack spreads to \( N_1(a) = \{a, b, d, e\} \). Suppose that (1) all edges have weight 0.5; (2) \( \theta_a = 4, \theta_b = \theta_d = 2 \) and \( \theta_e = 3 \); and (3) all nodes have defending resource 2. Since the defending resource \( r_a < \theta_a \) and \( r_e < \theta_e \), without any reallocation of resource, we suffer from a total loss of \( \alpha_a + \alpha_e \). However, if we are allowed to reallocate resources between neighboring nodes, then we can transfer some resources as shown in Figure 5(b). For example, node \( f \) transfers one unit of resource to node \( b \) and one unit of resource to node \( e \). Note that the transferred resource along each edge incident to \( f \) is upper bounded by 0.5 times \( r_f \), and the total transfer is at most \( r_f \). Hence after the reallocation, all nodes in \( N_1(a) \) are well defended, and no loss incurs.

![Figure 5](image)

Figure 5: Example of a reallocation strategy, where a directed edge indicates a transfer of resource. For example, the edge from \( b \) to \( a \) with value 1 indicates that node \( b \) transfers \( t(b, a) = 1 \) unit of resource to node \( a \). While there is an edge between node \( a \) and node \( d \), we do not transfer any resource along this edge.

However, in general, we cannot guarantee that there always exists a reallocation strategy under which all nodes under attack are well defended. In this case, we need to compute a reallocation strategy to minimize the total loss. For example, we can choose to protect nodes \( u \) with larger value \( \alpha_u \) while leaving some nodes \( v \) with smaller \( \alpha_v \) insufficiently defended. Unfortunately, we show that the problem of computing the optimal reallocation strategy is \( \text{NP} \)-hard.

**Theorem 3.1** Unless \( P = \text{NP} \), for any \( k \geq 1 \), there does not exist any polynomial time algorithm that given an allocation strategy and a node under attack, computes the optimal reallocation strategy.

*Proof:* We prove this by a reduction from the maximum independent set (MIS) problem, which is \( \text{NP} \)-hard (Berman & Fujito, 1999). In the MIS problem we are given a graph \( G_{\text{mis}} = (V_{\text{mis}}, E_{\text{mis}}) \) and the problem is to find a maximum size set \( S \subseteq V_{\text{mis}} \) such that no two vertices in \( S \) are adjacent. In the following, we construct an instance of DCA for which the well defended nodes under the
optimal reallocation strategy form a maximum independent set. Intuitively, we would like to design an instance in which all nodes are insufficiently defended initially under the allocation strategy. Moreover, the gap between the defending requirement and defending resource on each node is exactly the degree of the node. By designing the edge weights and the allocation strategy, we can ensure that after any reallocations, any two well defended nodes are not neighbors of each other.

We first initialize the graph structure \( G = (V, E) \) to be the same as \( G_{mis} \). We set the parameters as follows. Let \( n = |V_{mis}| \) and \( d(u) = |N(u)| \) be the degree of node \( u \) in \( G \).

- Let \( r_u = n, \theta_v = n + d(v) \) and \( \alpha_v = 1 \) for all \( v \in V \).
- Let \( w_{uv} = \frac{1}{n} \) for all \( (u, v) \in E \).

Finally, we insert a new vertex \( s \) to \( V \) with \( r_s = \alpha_s = 0, \theta_s = 1 \), and let \( s \) be connected with all other nodes with edges with weight 0. Note that the final instance of DCA has \( n + 1 \) nodes and \( n + |E_{mis}| \) edges.

Suppose that \( s \) is under attack. Since \( N_1(s) = V \), the attack spreads to the whole graph \( G \), for \( k \geq 1 \). Observe that for each node \( u \in V_{mis} \), its resource \( r_u = n \) is lower than its threshold \( \theta_u = n + d(u) \). Moreover, its maximum possible defending power

\[
\hat{p}_u = n + \sum_{v \in N(u)} w_{uv} \cdot r_v = n + d(u) = \theta_u
\]

can be obtained only by (1) not transferring any resource to its neighbors; (2) receiving \( w_{uv} \cdot r_v = 1 \) unit of resource from each of its neighbors. Hence under any reallocation strategy, if a node \( u \) is well defended (\( p_u \geq \theta_u \)), then none of its neighbors \( v \in N(u) \) is well defended (\( p_v < \theta_v \)). Let \( S^* \subseteq V_{mis} \) be the set of well defended nodes under the optimal reallocation strategy, we have

- \( S^* \) is an independent set (by the above argument);
- \( \text{Loss}(s) = n - |S^*| \), since each \( u \in V_{mis} \) has \( \alpha_u = 1 \).

Since \( \text{Loss}(s) \) is minimized in the optimal reallocation strategy, we know that \( |S^*| \) is maximized. In other words, \( S^* \) is a maximum size independent set of \( G_{mis} \).

Since the reduction is polynomial time, if there exists a polynomial time algorithm to compute the optimal reallocation strategy, then we can solve the MIS problem in polynomial time, which is a contradiction. Consequently, computing the optimal reallocation strategy is \( \text{NP-hard} \). \( \square \)

We formulate the computation of the optimal reallocation strategy as a Mixed Integer Linear Program (MILP). Recall that we are given an allocation strategy \( r \) and a node \( u \) that is attacked.

\[
\begin{align*}
\text{minimize} & \quad \sum_{v \in N_k(u)} (1 - x_v) \cdot \alpha_v \\
\text{subject to} & \quad r_v - \sum_{z \in N(v)} t(v, z) + \sum_{z \in N(v)} t(z, v) \\
& \quad \geq \theta_v \cdot x_v, \quad \forall v \in N_k(u) \quad (1) \\
& \quad 0 \leq t(v, z) \leq w_{vz} \cdot r_v, \quad \forall z, v \in V \quad (2) \\
& \quad \sum_{z \in N(v)} t(v, z) \leq r_v, \quad \forall v \in V \quad (3) \\
& \quad x_v \in \{0, 1\}, \quad \forall v \in N_k(u).
\end{align*}
\]
For each node $v \in N_k(u)$ we introduce an integer variable $x_v \in \{0, 1\}$ that indicates whether $p_v \geq \theta_v$. We introduce fractional variables $t(v, z), t(z, v)$ for each $(v, z) \in E$. The objective of the MILP is the total loss due to the attack, which is the sum of values $\alpha_v$ for $v \in N_k(u)$ that is not well defended ($x_v = 0$). Constraints (1) guarantee that if we set $x_v = 1$, then $v$ should be well defended, i.e., $p_v \geq \theta_v$. Constraints (2) and (3) ensure that the transfers of resources between neighboring nodes are feasible. Note that $\{r_v\}_{v \in V}$ are given and are not variables.

The optimal solution $(x, t)$ for the MILP gives an optimal reallocation $t$ that minimizes $\text{Loss}(u)$, with the fixed allocation $r$ and node $u$ that is attacked.

**Remark.** There are redundant variables that can be removed from the MILP. Recall that $N_k(u)$ are the nodes the attack spreads to. For each $v \in V \setminus N_k(u)$, we have no defending requirements and thus do not need to transfer any resources towards these nodes. Consequently, it is unnecessary to introduce variable $t(z, v)$, for any $z \in N(v)$. In other words, we only introduce the variable $t(z, v)$ if $v \in N_k(u)$. With this observation, we can reduce the total number of fractional variables from $|E|$ to $\sum_{v \in N_k(u)} |N(v)|$, which is much smaller when $k$ is small and the graph is sparse.

Note that the MILP cannot be solved exactly in time polynomial in $|N_k(u)|$. A natural idea is to relax the integer variables $x$ to take values in $[0, 1]$. However, the following instance shows that the integrality gap between the MILP and its LP relaxation is unbounded.

**Example 3.2 (Integrality Gap)** Consider the trivial graph with only one node $u$, where $\theta_u = \alpha_u = 1$. Suppose $R = r_u = 1 - \epsilon$, where $\epsilon > 0$ is arbitrarily small. Obviously we have $\text{Loss}(u) = 1$. However, the optimal objective of the LP relaxation is $\epsilon$, by setting $x_u = 1 - \epsilon$.

**Observations.** While the integrality gap of the MILP and its LP relaxation is unbounded, we still have two useful observations. First, the optimal objective of the LP relaxation provides a lower bound on the optimal objective of the MILP. Second, for a fixed $\{0, 1\}$-vector $x \in \{0, 1\}^{N_k(u)}$, the MILP becomes a feasibility LP, which can be solved efficiently. For example, we use this idea to compute defending strategies with defending result 0 in Section 4.3. We also extend this idea in Section 4.4 to compute a polynomial time bi-criteria approximation. The idea is to find a vector $x \in \{0, 1\}^{N(u)}$ for which the induced LP is feasible, and the objective $\sum_{v \in V} (1 - x_v) \cdot \alpha_v$ is as small as possible.

4. Computing the Defending Strategy

In this section, we consider the computation of defending strategies and extend the observations and ideas from the previous section. Recall that the defending result is $\max_{u \in V} \text{Loss}(u)$, and is uniquely determined by the defending strategy $(r, \{t^u\}_{u \in V})$. We have shown in Theorem 3.1 that given a fixed allocation strategy and a node under attack, computing the optimal reallocation strategy is NP-hard. However, the hardness result does not necessarily imply a hardness result for computing the allocation strategy. In the following, we show that computing the allocation strategy is NP-hard.

4.1 Hardness

We first define a simple special case of the DCA problem called the isolated model, and then show that even for this special case, the problem is NP-hard.
Definition 4.1 (Isolated Model) We refer to the DCA problem where $w_{uv} = 0$ for all $(u, v) \in E$ as the isolated model.

Note that in the isolated model, the defending strategy consists of only an allocation strategy since no reallocation is allowed. When $k = 0$, the special case can be solved trivially by greedily allocating resources to the nodes with maximum value, because the defending result is defined by the maximum value of not-well-defended nodes. However, in contrast to the case when $k = 0$, we show that when $k \geq 1$, the problem even in the isolated model becomes NP-hard.

Theorem 4.1 Computing the optimal defending strategy is NP-hard when $k \geq 1$, even for the isolated model with identical thresholds.

Proof: We prove by a reduction from the (unweighted) vertex cover (VC) problem, which is known to be NP-hard (Chlebík & Chlebíková, 2006). Given an instance $G_{vc} = (V_{vc}, E_{vc})$, the problem is to select a minimum size subset $S \subseteq V_{vc}$ such that each edge $(u, v) \in E_{vc}$ has at least one endpoint in $S$. We construct an instance $G = (V, E)$ of the DCA problem in which $w_{uv} = 0$ for all edges $(u, v) \in E$ and $\theta_u = 1$ for all nodes $u \in V$ as follows (refer to Fig. 6).

Let the instance $G$ of the DCA problem be obtained by inserting a node for every edge $(u, v) \in E_{vc}$, splitting the edge. Specifically, we first initialize $G = G_{vc}$. Then for each $e = (u, v) \in E_{vc}$, we remove $e$, insert a new node $u_e$ and two edges $(u, u_e), (u_e, v)$ into $E$. We refer to these nodes (that split edges) as the splitting nodes, and the other nodes as original nodes. Note that each splitting node has exactly two neighbors, both of which are original nodes. The neighbors of each original node are all splitting nodes. Note that we have $|V| = |V_{vc}| + |E_{vc}|$ and $|E| = 2|E_{vc}|$. Set $\alpha_u = 0$ for splitting nodes, and $\alpha_u = 1$ for original nodes. In other words, only the original nodes are valuable and worth defending. Let $\theta_u = 1$ for all $u \in V$ and $k = 1$.

Observe that since resources cannot be transferred, the optimal allocation strategy assigns resource either 0 or 1 to each original node, and 0 to each splitting node. We call a node $u$ defended if $r_u = 1$, undefined otherwise. Since $k = 1$, when the attacker attacks an original node $u$, the total loss is 0 if $u$ is defended, 1 otherwise. However, if the attacker attacks a splitting node, the total loss is the number of undefined neighbors of the splitting node, which can be 2.

Suppose there exists an allocation strategy using total resource $R$ for which the defending result is at most 1, then there must exist a vertex cover of size at most $R$ for $G_{vc}$. Specifically, the defended original nodes form a vertex cover for $G_{vc}$ (otherwise, there exists a splitting node whose
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Interestingly, we show that the reduction also implies a hardness of approximation.

**Corollary 4.1** For any \( c < 2 \), computing a \( c \)-approximation defending strategy when \( k \geq 1 \) is NP-hard, even for the isolated model with identical thresholds. Here we call a defending strategy a \( c \)-approximation if its defending result is at most \( c \) times the optimal defending result.

**Proof:** Observe that in the above reduction, for any \( R < |V_{vc}| \), the defending result is either 1 or 2. Let OPT be the optimal defending result and ALG be that of the \( c \)-approximation algorithm, where \( c < 2 \). Note that both OPT and ALG take values in \{1, 2\}. Observe that for OPT = 1, we must have ALG = 1 since otherwise the approximation ratio is 2. Similarly, for OPT = 2, we have ALG = 2. Hence any better-than-2 approximation algorithm is equivalent to an exact algorithm, and the corollary follows from Theorem 4.1. \( \square \)

### 4.2 MILP Formulation

Nevertheless, we show that we can formulate the computation of the optimal defending strategy as an MILP as we have done in Section 3. Similar as before, we introduce a set of variables for the case when \( u \) is under attack: we introduce an integer variable \( x_v^u \in \{0, 1\} \) for each \( v \in \mathcal{N}_k(u) \), which indicates whether \( p_v \geq \theta_v \) when \( u \) is under attack; we also introduce a variable \( t^u(z, v) \) for each \( v \in \mathcal{N}_k(u) \) and \( z \in N(v) \), which represents the resource \( z \) sends to \( v \). Unlike before, where the allocation strategy is given, here we introduce a variable \( r_u \) to denote the resource allocated to node \( u \in V \). We also change the objective from minimizing \( \text{Loss}(u) \) to minimizing \( \max_{u \in V} \text{Loss}(u) \), by introducing a variable \( \text{Loss} \) that is at least \( \text{Loss}(u) = \sum_{v \in N_k(u)} (1 - x_v^u) \theta_v \) for all \( u \in V \). The computation of the defending strategy is then formulated as follows.

\[
\begin{align*}
\text{minimize} & \quad \text{Loss} \\
\text{subject to} & \quad \sum_{u \in V} r_u \leq R, \\
& \quad r_v - \sum_{z \in N(v) \cap \mathcal{N}_k(u)} t^u(v, z) + \sum_{z \in N(v)} t^u(z, v) \\
& \quad \geq \theta_v \cdot x_v^u, \quad \forall u, v \\
& \quad 0 \leq t^u(v, z) \leq w_{vz} \cdot r_v, \quad \forall u, v, z \\
& \quad \sum_{z \in N(v) \cap \mathcal{N}_k(u)} t^u(v, z) \leq r_v, \quad \forall u, v, z \\
& \quad \sum_{v \in N_k(u)} (1 - x_v^u) \theta_v \leq \text{Loss}, \quad \forall u \\
& \quad x_v^u \in \{0, 1\}, \quad \forall u, v.
\end{align*}
\]

Similar as before, the set of constraints (4) guarantees that the defending power of a node \( v \) is at least \( \theta_v \) when \( x_v^u = 1 \). Constraints (5) and (6) guarantee feasibility of transfers of resource. Constraints (7) ensure \( \text{Loss} = \max_{u \in V} \text{Loss}(u) \) in the optimal solution. As before, we only need to introduce variable \( t^u(z, v) \) if \( v \in \mathcal{N}_k(u) \) and \( z \in N(v) \). We use MILP\((R)\) to denote the above program that uses total resource \( R \). Note that in the program \( r_u \)’s and \( t^u(z, v) \)’s are fractional variables while \( x_v^u \)’s are integer variables. We denote by LP\((R)\) the linear program relaxation when
we replace each constraint \(x_u^v \in \{0, 1\}\) with \(x_u^v \in [0, 1]\). As Example 3.2 shows, the integrality gap of LP\((R)\) and MILP\((R)\) is unbounded.

### 4.3 Existence of Perfect Defending Strategy

While the general problem of computing the optimal allocation strategy is NP-hard, we show in this section that deciding whether there exists a defending strategy with defending result 0 (which we refer to as a perfect defending strategy) is polynomial time solvable. Moreover, if they exist, then we can compute one in polynomial time.

**Theorem 4.2** For every \(k \geq 0\), there exists a polynomial time algorithm that computes a perfect defending strategy for the DCA, if perfect defending strategies exist.

**Proof:** Recall that MILP\((R)\) computes the optimal defending strategy. If there exist perfect defending strategies, then we have \(\text{Loss} = 0\) in the optimal solution for MILP\((R)\). Since \(\text{Loss} \geq \sum_{v \in N_k(u)} (1 - x_u^v) \alpha_v\), we must have \(x_u^v = 1\) for all integer variables in the optimal solution.

Therefore, by fixing \(x_u^v = 1\) for all integer variables, MILP\((R)\) must be feasible. Observe that after fixing an assignment to the integer variables, MILP\((R)\) becomes a feasibility LP, which can be solved exactly in polynomial time. Any feasible solution \((r, \{t^u\}_{u \in V})\) for the LP provides a perfect defending strategy, as claimed. \(\square\)

### 4.4 Bi-criteria Approximation

As Example 3.2 indicates, it is impossible to obtain any bounded approximation of the reallocation by rounding the LP relaxation of MILP\((R)\). Therefore, we consider bi-criteria approximate algorithms, which is a commonly used approximation measurement in the area of scheduling problems (Yedidisson, 2012; Kloh et al., 2012). To be more specific, instead of comparing the defending results of different algorithms using the same amount of resource, we allow an algorithm to augment the amount of resource used, and compare both its defending result and total resource used with the optimal ones. In contrast to the difficulties for approximation algorithms (as Example 3.2 suggests), we show that by augmenting the total resource we use slightly, good approximation solutions (in terms of defending results) can be obtained.

**Definition 4.2 (Bi-criteria Approximation)** We call a defending strategy \((\gamma, \beta)\)-approximate if it uses \(R\) total resource and its defending result is at most \(\gamma \cdot \text{OPT}\), where \(\text{OPT}\) is the optimal defending result using \(\epsilon \cdot R\) total defending resource.

While it is not possible to obtain bounded (standard) approximations by rounding LP\((R)\), we show that achieving bi-criteria approximations is possible.

**Theorem 4.3** For any \(\epsilon \in (0, 1)\), we can compute a \((\frac{1}{1-\epsilon}, \frac{1}{\epsilon})\)-approximate defending strategy in polynomial time. In particular, with \(\epsilon = 0.5\) we can compute a \((2, 2)\)-approximate solution in polynomial time.

**Proof:** Recall that by the definition of bi-criteria approximations, we need to compute a strategy with the defending result at most \(\frac{1}{1-\epsilon} \cdot \text{OPT}\), where \(\text{OPT}\) is the optimal defending result of defending strategies that use \(\epsilon \cdot R\) total defending resource, i.e., \(\text{OPT}\) is the optimal objective of MILP\((\epsilon \cdot R)\).
We first run LP(ε · R) and obtain the optimal (fractional) solution. Note that the optimal objective of LP(ε · R) is at most OPT, but in the solution each \( x^u_v \) can take arbitrary values in \([0, 1]\). In the following, we round the optimal solution \((x, r, t)\) of LP(ε · R) and construct a feasible solution \((\hat{x}, \hat{r}, \hat{t})\) for MILP(\( R \)). We show that the objective of the solution is at most \( \frac{1}{1-\epsilon} \cdot OPT \). Since each feasible solution for MILP(\( R \)) corresponds to a defending strategy, the theorem follows. For each variable \( x^u_v \in [0, 1] \), let \( \hat{x}^u_v = 1 \) if \( x^u_v \geq \epsilon \), and let \( \hat{x}^u_v = 0 \) otherwise. Let \( \hat{r}_u = \frac{1}{\epsilon} \cdot r_u \) and \( \hat{t}^u(z, v) = \frac{1}{\epsilon} \cdot t^u(z, v) \), for the corresponding variables. We show that the solution \((\hat{x}, \hat{r}, \hat{t})\) we have constructed is feasible for MILP(\( R \)). Since originally \( \sum_{u \in V} r_u \leq \epsilon \cdot R \), we have \( \sum_{u \in V} \hat{r}_u \leq R \), i.e., the first constraint of MILP(\( R \)) is satisfied. Constraints (4) in which \( \hat{x}^u_v = 0 \) are trivially satisfied. For those with \( \hat{x}^u_v = 1 \), since we increase \( x^u_v \) by a factor of at most \( \frac{1}{\epsilon} \) and increase all \( r \) and \( t \) variables by a factor of \( \frac{1}{\epsilon} \), Constraints (4) of MILP(\( R \)) are satisfied. Since all \( r \) and \( t \) variables are scaled by the same factor, Constraints (5) (6) of MILP(\( R \)) are all satisfied.

Finally, since we decrease each \( x^u_v \) (to 0) only if \( x^u_v < \epsilon \), by rounding \( x \) into \( \hat{x} \), for each \( u \in V \), we have

\[
\sum_{v \in N_k(u)} (1 - \hat{x}^u_v) \alpha_v \leq \frac{1}{1-\epsilon} \sum_{v \in N_k(u)} (1 - x^u_v) \alpha_v.
\]

Hence the objective of solution \((\hat{x}, \hat{r}, \hat{t})\) for MILP(\( R \)), \( \text{Loss} = \max_{u \in V} (\sum_{v \in N_k(u)} (1 - \hat{x}^u_v) \alpha_v) \), is at most \( \frac{1}{1-\epsilon} \cdot OPT \), as claimed.

Interestingly, we show that under the Unique Game Conjecture (UGC) (Khot & Regev, 2008), there do not exist strong Pareto improvements over our bi-criteria \((2, 2)\) approximation ratio.

**Lemma 4.1** Under UGC, there does not exist polynomial time \((2 - \delta, 2 - \delta)\)-approximate algorithm for the DCA problem, for any constant \( \delta > 0 \).

**Proof:** We use the same reduction from the vertex cover problem as in the proof of Theorem 4.1. It is shown in (Khot & Regev, 2008) that under the Unique Game Conjecture (UGC), there does not exist \((2 - \delta)\)-approximation for the vertex cover problem, for any constant \( \delta > 0 \). Suppose there exists a polynomial time \((2 - \delta, 2 - \delta)\)-approximate algorithm for the DCA problem, we show that the DCA problem can be transformed into a \((2 - \delta)\)-approximation algorithm for the vertex cover problem, which contradicts the UGC.

Given any instance \( G_{vc} = (V_{vc}, E_{vc}) \) of a VC problem instance, we construct an instance \( G = (V, E) \) of DCA as in the proof of Theorem 4.1. Then for each \( R = 1, 2, \ldots, |V_{vc}| - 1 \), we run the \((2 - \delta, 2 - \delta)\)-approximate algorithm to compute a defending strategy, and let \( R^* \) be the smallest such that when \( R = R^* \), the defending result is 1.

Suppose \( S^* \subseteq V_{vc} \) is the minimum size vertex cover. By the construction of the DCA problem, when \( R = |S^*| \), the optimal defending result is OPT = 1. Hence with \( R = (2 - \delta)|S^*| \) total defending resource, the \((2 - \delta, 2 - \delta)\)-approximate algorithm computes a defending strategy with defending result at most \( (2 - \delta) \cdot OPT = 2 - \delta \). Since defending results are integers, the defending result by the approximation algorithm is 1. Observe that since all nodes have threshold 1 and resource cannot be transferred, a defending strategy with \( R = (2 - \delta)|S^*| \) is equivalent to one with \( R = [(2 - \delta)|S^*|] \). In other words, when \( R = [(2 - \delta)|S^*|] \), the defending result of the approximation algorithm is 1, which implies \( R^* \leq [(2 - \delta)|S^*|] \). Moreover, since the defending result is 1, the set of defended nodes is a vertex cover. Hence we have found a vertex cover of size

\[
R^* \leq [(2 - \delta)|S^*|] \leq (2 - \delta)|S^*|,
\]
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which gives a \((2 - \delta)\)-approximation for the VC problem, and contradicts the UGC.

**Implementation.** In practice, we can enumerate different \(\epsilon \in (0, 1)\) to compute different defending strategies, and then pick the one with the best defending result. In the following, we show that we might be able to improve the defending result further by deploying a more aggressive rounding on \(x\). Specifically, we first solve \(\text{LP}(\epsilon \cdot R)\) and get the optimal solution. Then we pick some \(\tau \in [0, \epsilon]\), round each \(x\) variable that is less than \(\tau\) to 0, and those at least \(\tau\) to 1. With the fixed integer variables, we solve \(\text{MILP}(R)\), which has become a feasibility LP. If the resulting LP is feasible, then we obtain a defending strategy with defending result at most \(\frac{1}{1-\tau} \cdot \text{OPT}\), where \(\text{OPT}\) is the optimal defending result of defending strategies using \(\epsilon \cdot R\) resources. Hence the resulting solution is a \((\frac{1}{1-\tau}, \frac{1}{\epsilon})\)-approximate defending strategy. For different problem instances, the minimum \(\tau\) with which the induced LP is feasible can be different. However, the LP must be feasible when \(\tau = \epsilon\). As we will show in our experiments, in all datasets we consider, the defending result after optimizing \(\tau\) is much smaller than using \(\tau = \epsilon\).

5. Defending against Uniform Attacks

In the previous sections, we assume that the attacker always chooses the node that causes maximum damage to attack. In other words, the attacker is adaptive to our defending strategy. However, as Theorem 3.1 shows, it is NP-hard to compute the node that causes maximum damage. In this section we consider the case when the node under attack is chosen uniformly at random. In other words, each node has an equal probability of being attacked, regardless of how the defending resources are allocated. This is a reasonable case to consider since in real world, the attack, e.g., the virus outbreak, may happen equally likely at all places. In the following, we show that the problem of computing the optimal defending strategy remains NP-hard for uniform attacks.

5.1 Hardness

We prove the following hardness result in this section.

**Theorem 5.1** The problem of computing the optimal defending strategy against uniform attacks is NP-hard, even for \(k = 0\).

**Proof:** We prove by a reduction from the maximum coverage problem, which is a classic NP-hard problem (Vazirani, 2013). Every instance of the problem includes a set of \(n\) elements \(U\), a collection of \(m\) subsets of elements \(S \subseteq 2^U\), and a parameter \(h\). The objective of the problem is to find \(h\) sets in \(S\) that cover the maximum number of elements, i.e., find \(T \subseteq S, |T| = h\) that maximizes \(|\bigcup_{s \in T} s|\).

Given an instance of the DCA problem as follows. Let \(G(U \cup V, E)\) be a bipartite graph, where \(U\) and \(V\) are the two node sets. Let \(|U| = |U|\) and \(|V| = |S|\). Each node in \(U\) corresponds to an element in \(U\). Each node in \(V\) corresponds to a set in \(S\). For each set \(s \in S\) and element \(e \in s\), we create an edge between the two corresponding nodes in the bipartite graph \(G\) (see Fig. 7 for an illustrating example).

We set other parameters of the instance as follows.

- Let \(\theta_u = \frac{1}{n+1}\) and \(\alpha_u = 1\) for all \(u \in U\).
- Let \(\theta_v = 1\) and \(\alpha_v = n + 1\) for all \(v \in V\).
Figure 7: Suppose the given instance of maximum coverage problem contains four elements \( \{a, b, c, d\} \) and four sets \( s_1 = \{a, b\}, s_2 = \{a, c\}, s_3 = \{b, d\}, s_4 = \{b, c\} \).

- Let \( w_{uv} = \frac{1}{h+1} \) for all \((u, v) \in E\).
- Let the total resource \( R = h \).

In the following, we show that the optimal defending strategy of the above instance (under uniform attacks) can be translated into the optimal solution to the maximum coverage instance, which proves the NP-hardness. Note that since \( k = 0 \), any defending strategy only needs to specify the allocation strategy: the reallocation can be trivially done by transferring maximum resource to the node under attack, e.g., as in the resource sharing setting. First, we prove the following useful lemma, which enables us to look at only the canonical allocation strategies.

**Lemma 5.1** For the instance we constructed above, any optimal defending strategy must allocate all resources to nodes in \( V \).

**Proof:** Fix any optimal defending strategy. Let \( h_U \) (resp. \( h_V \)) be the total resource the algorithm allocates to nodes in \( U \) (resp. \( V \)). Then we have \( h = h_U + h_V \), and it remains to show that \( h_U = 0 \).

Recall that a node is well-defended if its defending power is at least its threshold. For each \( v \in V \) that is well-defended, we have

\[
p_v = r_v + \sum_{u \in N(v)} w_{uv} \cdot r_u = r_v + \frac{\sum_{u \in N(v)} r_u}{h+1} \geq \theta_v = 1.
\]

On the other hand, since \( \sum_{u \in N(v)} r_u \leq h_U \), we have \( p_v \leq r_v + \frac{h_U}{h+1} \). Thus for each well-defended node \( v \in V \) we have

\[
r_v + \frac{h_U}{h+1} \geq 1.
\]

Recall that \( \alpha_u = 1 \) for all \( u \in U \) and \( \alpha_v = n+1 \) for all \( v \in V \). By picking \( h \) arbitrary nodes from \( V \) and allocating one unit of resource to each of them, the defending result is at most

\[
\frac{1}{m+n} \cdot (n \cdot 1 + (m-h) \cdot (n+1)) < \frac{(m-h+1)(n+1)}{m+n}.
\]

Hence in any optimal defending strategy, at least \( h \) nodes in \( V \) are well-defended, as otherwise its defending result is at least \( \frac{(m-h+1)(n+1)}{m+n} \), which is not optimal. Let \( T \subseteq V \) be the set of \( c \) well-defended nodes in \( V \). By inequality (8), we have

\[
\sum_{v \in T} \left( r_v + \frac{h_U}{h+1} \right) \geq |T| = h.
\]
On the other hand, we have \( \sum_{v \in T} r_v \leq h_V \), which implies
\[
 h_V + \frac{h}{h + 1} \cdot h_U \geq h = h_U + h_V.
\]
Observe that the above inequality holds only if \( h_U = 0 \). \( \square \)

From Lemma 5.1 we infer that the optimal defending strategy allocates all resources to nodes in \( V \). Moreover, since no two nodes in \( V \) are neighbors, the optimal defending strategy must allocate the resources to \( h \) nodes, each of which receives one unit of resource. Now the problem is to choose \( h \) nodes to allocate the resource, such that a maximum number of nodes in \( U \) are well-defended. By the way we set the parameters, if we have \( r_v = 1 \) for some node \( v \in V \), then each of its neighbors \( u \in N(v) \) is well-defended since its defending power \( p_u \geq w_{vu} \cdot r_v = \frac{1}{h+1} = \theta_u \). Since the defending result is minimized when a maximum number of nodes in \( U \) are well-defended (conditioned on the fact that \( h \) nodes in \( V \) are well-defended), the \( h \) nodes in \( V \) that are well-defended in the optimal defending strategy correspond to the optimal solution for the maximum coverage problem. Hence the DCA problem is NP-hard under uniform attacks. \( \square \)

5.2 Lower Bound for the Defending Result

While computing the optimal defending result is NP-hard, we show that we can compute a lower bound for the optimal defending result efficiently via linear programming. Similar to the MILP we have shown in Section 4.2, it is straightforward to show that the computation of optimal defending strategy can be formulated as the following MILP:

\[
\begin{align*}
\text{minimize} & \quad \text{Loss} \\
\text{subject to} & \quad \sum_{u \in V} r_u \leq R, \\
& \quad r_v - \sum_{z \in N(v) \cap N_k(u)} t^{\text{u}}(v, z) + \sum_{z \in N(v)} t^{\text{u}}(z, v) \\
& \quad \geq \theta_u \cdot x^u_v, \quad \forall u, v \\
& \quad 0 \leq t^{\text{u}}(v, z) \leq w_{vz} \cdot r_v, \quad \forall u, v, z \\
& \quad \frac{1}{n} \cdot \sum_{u \in V} \sum_{v \in N_k(u)} (1 - x^u_v) \alpha_v \leq \text{Loss}, \\
& \quad x^u_v \in \{0, 1\}, \quad \forall u, v.
\end{align*}
\]

Note that compared to the MILP we present in Section 4.2, the objective is changed from minimizing \( \max_{u \in V} \text{Loss}(u) \) to minimizing \( \frac{1}{n} \cdot \sum_{u \in V} \text{Loss}(u) \), e.g., minimizing the average damage over all nodes. Given total resource \( R \), we use MILP_{uni}(R) to denote the optimal objective of above program. Unfortunately, unlike the adaptive attack case, the computation of MILP_{uni}(R) takes much longer time. This is mainly due to the fact that the optimal solution to the above MILP (which corresponds to the optimal defending strategy) needs to compute the optimal reallocation strategy for every node. In contrast, when the attack is adaptive, it is often sufficient to compute optimal reallocations for a few crucial nodes, when computing the optimal strategy. Nevertheless, we can relax the integer constraint \( x^u_v \in \{0, 1\} \) of MILP_{uni}(R) to \( x^u_v \in [0, 1] \), and obtain the linear program relaxation LP_{uni}(R). Since the linear program can be solved efficiently, we use the optimal objective of LP_{uni}(R) as a lower bound for the optimal defending result.

\footnote{Recall that \( \text{Loss}(u) = \sum_{v \in N_k(u)} (1 - x^u_v) \alpha_v \) is the damage the attack on node \( u \) causes.}
5.3 Approximation Algorithm

We show that the bi-criteria approximation algorithm we proposed in Section 4.4 applies to the uniform attack setting.

Theorem 5.2 For any $\epsilon \in (0, 1)$, we can compute a $(\frac{1}{1-\epsilon}, \frac{1}{\epsilon})$-approximate defending strategy in polynomial time, when the node under attack is chosen uniformly at random.

Proof: Since the proof is almost identical to that of Theorem 4.3, here we only state the key steps in the analysis. Recall that we need to compute a strategy with the defending result at most $\frac{1}{1-\epsilon} \cdot \text{OPT}$, where $\text{OPT}$ is the optimal objective of MILP$_{\text{uni}}(\epsilon \cdot R)$. We first run LP$_{\text{uni}}(\epsilon \cdot R)$ and obtain the optimal (fractional) solution $(x, r, t)$. Then we round the solution into a feasible solution $(\hat{x}, \hat{r}, \hat{t})$ for MILP$_{\text{uni}}(R)$ as follows. For each variable $x^u_v \in [0, 1]$, let $\hat{x}^u_v = 1$ if $x^u_v \geq \epsilon$, and let $\hat{x}^u_v = 0$ otherwise. Let $\hat{r}^u = \frac{1}{\epsilon} \cdot r^u$ and $\hat{t}^u(z, v) = \frac{1}{\epsilon} \cdot t^u(z, v)$. The feasibility of $(\hat{x}, \hat{r}, \hat{t})$ for MILP$_{\text{uni}}(R)$ follows straightforwardly from the proof of Theorem 4.3.

Since we decrease each $x^u_v$ (to 0) only if $x^u_v < \epsilon$, by rounding $x$ into $\hat{x}$, for each $u \in V$, we have $\sum_{v \in N_k(u)} (1 - \hat{x}^u_v) \alpha_v \leq \frac{1}{1-\epsilon} \cdot \sum_{v \in N_k(u)} (1 - x^u_v) \alpha_v$. In other words, under solution $(\hat{x}, \hat{r}, \hat{t})$, the loss at every node is at most $\frac{1}{1-\epsilon}$ times its loss under solution $(x, r, t)$. Since the objective of MILP$_{\text{uni}}(R)$ is the average loss over all nodes, the theorem follows immediately.

As before, we can optimize the bi-criteria approximation algorithm by enumerating different parameters $\epsilon$ and $\tau$ to run the linear program and do the rounding (see Section 4.4). As we will show by our experiments (see Section 6), the approximation algorithm achieves a defending result that is very close to the lower bound of the optimal defending result, which implies that our algorithm is close to optimal.

6. Experimental Evaluation

In this section, we evaluate the effectiveness and efficiency of our algorithms in both synthetic and real-world datasets. The synthetic datasets include the random graphs (Rand-S, Rand-L) and the power-law distribution graphs (Pow-S, Pow-L). The real-world datasets include the aviation networks (Air-US) and social networks (Email-EU, Facebook, Twitter). We summarize the datasets as follows.

<table>
<thead>
<tr>
<th></th>
<th>Rand-S</th>
<th>Rand-L</th>
<th>Pow-S</th>
<th>Pow-L</th>
<th>Air-US</th>
<th>Email-EU</th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td># Node</td>
<td>200</td>
<td>500</td>
<td>400</td>
<td>700</td>
<td>221</td>
<td>500</td>
<td>600</td>
<td>1000</td>
</tr>
<tr>
<td># Edge</td>
<td>803</td>
<td>2569</td>
<td>1579</td>
<td>2087</td>
<td>2166</td>
<td>2468</td>
<td>4638</td>
<td>13476</td>
</tr>
</tbody>
</table>

- **Random:** We generate the dataset with $(n, p) = (200, 0.04)$ for Rand-S and $(n, p) = (500, 0.02)$ for Rand-L using the algorithm by (Batagelj & Brandes, 2005), where there are $n$ nodes and there is an edge between each pair of nodes independently with probability $p$. The thresholds $\theta_u$’s and values $\alpha_u$’s are chosen uniformly at random from integers in $[1, 9]$. The edge weights $w_{uv}$’s are uniformly chosen in $[0.3, 1]$. 
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• **Power-Law (Pow):** We use the graph generator by NetworkX (Hagberg et al., 2008) to generate the power-law distribution graphs, where we set the parameters $\theta$'s, $\alpha$'s and $w_{uv}$'s are generated randomly as in Rand-S.

- **Air-US:** We select the flight records in the US from years 2008 to 2010 (Sharma, 2020) to generate a directed graph where each node represents a city. There is a directed edge from city $u$ to city $v$ if the number of flights per week from $u$ to $v$ is at least 25. We set the edge weight as the ratio between the flights-per-week of the edge and the maximum flights-per-week value of all edges. We set $\theta_u$ and $\alpha_u$ as the population (in millions) of city $u$.

- **Communication and Social Network:** We include networks from Email-EU-core (directed), Facebook (undirected) and Twitter (directed) data to generate our datasets (Leskovec & Krevl, 2014). All of them are extracted from the original data by picking a random node in the network and expand from it by breadth-first-search until the size of the generated network reaches $n = 500$ ($n = 600$ and $n = 1000$). The parameters $\theta_u$'s, $\alpha_u$'s are generated randomly with the same setting as in the random graph datasets. In addition, all edge weights in these networks are set to 1.

**Experiment Environment.** We perform our experiments on an AWS Ubuntu 18.04 machine with 32 threads and 128GB RAM without GPU. We use Gurobi optimizer (Gurobi Optimization, 2020) as our solver for the LPs and MILPs.

### 6.1 Effectiveness of Reallocation

As we have introduced in the previous sections, the effectiveness of our algorithm relies on the reallocation of defending resources among different nodes. Such kind of reallocation strategies allows our algorithm to maximize resource utilization according to the attacks. In this subsection, we compare the defending results between defending strategies with and without resource reallocation to demonstrate the effectiveness of resource reallocation.

We use the algorithm introduced in Section 4.3 to compute for each dataset the minimum total resource required in a perfect defending strategy (a strategy with defending result 0). In the case where the reallocation is not allowed, the resource required for a perfect defending strategy will be exactly the sum of defending requirement of all nodes, i.e., $R = \sum_{u \in V} \theta_u$. In comparison, in the scenario when reallocation is allowed, the total defending resource required is significantly reduced (see Figure 8). In general, we observe that the advantage of reallocation is more obvious when the attack is less contagious, e.g., $k = 1$, and the graph is highly connected. For example, in dataset Rand-L, when $k = 1$, the defending resource required for obtaining a perfect defending result is reduced by about 85% compared to the setting where reallocation is not allowed. When $k = 2$, the reduction is at 60%. This is quite intuitive: since reallocating resources from one node to another decreases the defending power of the source node, when the contagious level is high, e.g., $k = 2$, it is harder to do an effective reallocation, because more nodes are under attack.

---

7. For the details regarding how the parameters define the graph, please refer to https://networkx.github.io/documentation/networkx-1.10/reference/generated/networkx.generators.random_graphs.powerlaw_cluster_graph.html.
6.2 Comparing Different Algorithms

In this section, we evaluate the effectiveness of the bi-criteria approximation algorithm introduced in Section 4.4, and compare it with the exact solution and different variants of Greedy algorithms.

- **Greedy**: The algorithm greedily allocates resources to nodes with the maximum value (break ties arbitrarily) until the resources are exhausted, where the resource allocated to a node $u$ is equal to its threshold $\theta_u$.

- **Greedy-R**: Greedy-R is a variant of Greedy that reallocates resources to nodes as in Greedy but also uses resource reallocation. Specifically, when node $u$ is attacked, Greedy-R reallocates resource to each undefended $v \in N_k(u)$ with the highest value (in decreasing order) from $v$’s unattacked neighbor until its defending power is at least $\theta_v$, or when no more resource can be transferred.

- **BA($\epsilon$)**: The approximation algorithm obtained by rounding the optimal solution for LP($\epsilon \cdot R$) and optimizing $\epsilon \in (0, 1)$;

- **BA($\epsilon$, $\tau$)**: Compared to BA($\epsilon$), BA($\epsilon$, $\tau$) further optimizes $\tau \in (0, \epsilon]$ in the more aggressive rounding (see Section 4.4).

- **Exact**: The baseline algorithm solves the MILP to obtain the exact optimal solution.

In this section, we demonstrate the effectiveness of our bi-criteria approximation algorithm by comparing it with other algorithms. Specifically, we report the defending results of these algorithms under different total resource and contagiousness.
Figure 9: The defending results of different algorithms by varying total resource and contagiousness level. The abscissa value in the figure is \( \eta \) (taking values in \( \{0.1, 0.2, 0.3, 0.4, 0.5\} \)), which represents the ratio between the total resource and sum-of-threshold.

**Varying Total Resource.** We denote by \( \eta \) the ratio between the total resource and sum-of-threshold, e.g., \( R = \eta \cdot \sum_{u \in V} \theta_u \). In this comparison, we choose \( \eta \) from \( \{0.1, 0.2, 0.3, 0.4, 0.5\} \), and compare the defending results of different algorithms under different \( \eta \). In Figure 9(a) - (h) we report and compare the defending results for \( k = 1 \); in Figure 9(i) - (p) we report the results when \( k = 2 \). Note that for any defending algorithm, the defending result is non-increasing with the total resource. However, how fast the defending result decreases with respect to the total resource depends on how efficient the resources are allocated and reallocated in the algorithm. As we can see from Figure 9, our bi-criteria approximation algorithm \( \text{BA}(\epsilon, \tau) \) outperforms other algorithms dramatically in almost all datasets\(^8\), for every choice of \( \eta \). For example, the defending result by \( \text{BA}(\epsilon, \tau) \) is 30\% - 100\% lower than that of Greedy-R for different \( \eta \) in dataset Facebook (see Figure 9(g)) and 60\% - 100\% lower in dataset Twitter (see Figure 9(h)). Moreover, the defending result \( \text{BA}(\epsilon, \tau) \) achieves

\(^8\) The only exception is on the dataset Air-US, in which the values of nodes differ drastically and thus the Greedy algorithm is almost optimal.
decreases very fast when $\eta$ increases, and is always very close to the optimal one. For example, in datasets Facebook and Twitter, $BA(\epsilon, \tau)$ achieves defending results that are within a 10% difference with the optimal solution. In dataset Power-S and Power-L, the defending results by $BA(\epsilon, \tau)$ are almost identical to the optimal one.

There are several other interesting observations that are worth noting. For example, $BA(\epsilon, \tau)$ constantly outperforms $BA(\epsilon)$ in all datasets and choices of $\eta$. Compared with $BA(\epsilon)$, the defending result of $BA(\epsilon, \tau)$ is 20% - 100% lower, for different $\eta$ in dataset Facebook (see Fig 9(g)). This demonstrates the usefulness of the more aggressive rounding method (see Section 4.4 for a detailed description), in which the potential of the fractional solution for $LP(\epsilon \cdot R)$ are better explored. We also observe that Greedy-R performs better than Greedy, which again demonstrates the critical role of resource reallocation in the problem.

**Varying Contagiousness.** Recall that the contagiousness parameter $k$ is used to indicate how far (in level of neighbors) an attack can spread to from the initial node under attack. In this subsection, we perform the experiments on different choices of $k \in \{1, 2\}$ to evaluate how the contagiousness of the attack affects the defending results of different algorithms (see Figure 9). As expected, compared to the case when $k = 1$, the defending results of all algorithms increase by a lot when $k = 2$. In most datasets and $\eta \in \{0.1, 0.2\}$, with a higher contagiousness ($k = 2$), the defending results by the optimal solution and $BA(\epsilon, \tau)$ are 6 to 25 times higher than the case when $k = 1$.

For example, on dataset Rand-S when $\eta = 0.1$, when $k$ increases from 1 to 2, the defending result of the optimal solution increases from 43 to 484; on dataset Twitter when $\eta = 0.1$, the defending result of the optimal solution increases from below 100 to above 2200. We can also observe that the increase in the defending result (when $k$ increases from 1 to 2) is more dramatic in graphs with higher edge densities, e.g. Rand-L and Twitter.

For different levels of contagiousness, we can observe that the bi-criteria algorithm $BA(\epsilon, \tau)$ constantly outperforms other algorithms, for different values of $\eta$. However, its superiority is less when the contagiousness is higher. For example, in dataset Power-S, while $BA(\epsilon, \tau)$ achieves defending results that are less than half that of Greedy-R and Greedy when $k = 1$, for the case when $k = 2$, the difference is almost negligible. This is also quite natural: higher contagiousness causes a larger size of nodes under attack, in which case the space for optimization is much smaller.

**Increasing Resources vs. Limiting Contagiousness.** In order to reduce the defending result, we can either invest more defending resources or lower the level of contagiousness. To summarize the previous results from a different perspective, in the following we compare the effectiveness of these two approaches. Consider the optimal defending result in dataset Rand-L. When $\eta = 0.2$, the defending result is at around 500 when $k = 2$. Observe that with the same total resource but with $k = 1$, the defending result becomes 0. Alternatively, with $k = 2$ and $\eta = 0.5$, we also achieve a 0 defending result. That is to say, lowering the contagiousness is equivalently effective as increasing the total resource by a factor of 2.5. This indicates that limiting the contagiousness usually is much more effective compared with increasing the total resource, which agrees with the real-world situation, especially when it is unrealistic (or impossible) to increase the defending resource, e.g., the medical resources in the current COVID-19 situation. Mapping to the real-world situation, the

---

9. Again, the only exception is on dataset Air-US (a graph with small diameter), for which the difference between $k = 1, 2$ are very small.
social-distancing and wearing of masks, which limit the contagiousness, have been proved to be the most effective ways as the containment of the pandemic.

6.3 Efficiency Evaluation

In this subsection, we evaluate the efficiency of our approximation algorithms by comparing their running time with the running time to compute the exact solutions, i.e., by solving the MILP. The results are shown in Figure 10, where Exact refers to the algorithm that solves the MILP and BA(ε, τ) refers to our bi-criteria approximation algorithm. In this subsection, we fix the parameter η = 0.5. To demonstrate how the efficiency of the algorithms are affected by the contagiousness level, we conduct the experiments by varying k from 1 to 3.

**Remark.** Since solving the MILP can take a very long time when there is a large number of variables, in our experiments we limit the running time to be at most 10 hours (3.6 × 10⁴ seconds). In other words, the algorithm will be aborted if it does not terminate after running for 10 hours.

![Graphs showing running times of different algorithms](image)

**Figure 10:** Running times (in seconds) of different algorithms.

Recall that the variables and constraints of the MILP increase exponentially when k grows. As we can see from Fig. 10, in most datasets the running times for computing the optimal solution when k = 2 are 100 times larger than the case when k = 1. In particular, in dataset Rand-S (see Fig. 10(a)), the running time increases from 10 seconds to 3000 seconds when k increases from 1 to 2. In most datasets, the computation of exact solutions fails to terminate within 10 hours when k = 3. In contrast, our algorithm BA(ε, τ) is less sensitive to the increase in contagiousness level k and is always able to compute the approximation solution within 10⁴ seconds.

When k = 1, since the computation of exact solutions is quite efficient, we only observe some slight advantage in running time of our approximation algorithm, e.g., on datasets Rand-L and Facebook. However, with a higher contagiousness level (k = 2), our approximation algorithm is often more than 10 times faster than computing the exact solution. For example, in dataset Rand-L when k = 2, BA(ε, τ) terminates in 100 seconds while the computation of exact solutions fails to finish within the time limit. In other words, the scalability of our algorithm is much better than the optimal solution. Recall from Fig 9 that BA(ε, τ) achieves defending results that are very close to the optimal solution, in all datasets and different choices of η and k.
6.4 Network Structures

In this subsection, we study the correlations between the structure of the network and the defending results. We use the graph generator by NetworkX to generate a set of power-law distribution graphs. The parameters of power-law distribution graphs are \((n, m, p)\), where \(n\) denotes the number of nodes (that will be added to the graph one-by-one) and \(m\) denotes the number of random edges to add when each new node is added to the graph. Therefore, the total number of edges in the graph will be \(n \cdot m\). The parameter \(p\) denotes the probability of adding a triangle after adding a random edge and we do not concern this parameter. In this experiment, we set \(p = 0\). We fix \(n\) to 400 and choose \(m\) from \(\{1, 5, 10, 20, 30\}\), so that we can generate graphs with different densities. We let \(k = 1\) and \(\eta = 0\), where \(\eta\) is the ratio between the total resource and sum-of-thresholds (see Section 6.2). Then we compute the defending result in each graph and show the results in Table 2.

<table>
<thead>
<tr>
<th>(m)</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td># Node</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td># Edge</td>
<td>399</td>
<td>1963</td>
<td>3854</td>
<td>5689</td>
<td>7461</td>
<td>10834</td>
</tr>
<tr>
<td>BA((\epsilon, \tau))</td>
<td>25</td>
<td>0</td>
<td>144</td>
<td>263</td>
<td>552</td>
<td>661</td>
</tr>
<tr>
<td>Exact</td>
<td>20</td>
<td>0</td>
<td>136</td>
<td>256</td>
<td>550</td>
<td>623</td>
</tr>
</tbody>
</table>

Table 2: Defending results under different network structures.

From Table 2, we observe that the defending result grows rapidly with the density of the network. When \(m = 1\), the defending result is 25 since the graph is sparse. The defending result soars to 661 when \(m = 30\) because when the density of the network is very high, the attack on one node will spread to a large set of neighboring nodes. Interestingly, the defending result is 0 when \(m = 5\), which is less than the result when \(m = 1\). The reason is that, a higher level of connectivity in the network structure also enables more flexibility for resource reallocations in designing defending strategies. As the results demonstrate, for different network structures, our bi-criteria approximation algorithm can always achieve defending results that are close to the optimal, which shows the robustness of the algorithm against different network structures.

6.5 Uniform Attack vs. Adaptive Attack

Finally, we study the difference between the uniform attack model and the adaptive attack model. Recall that in the uniform attack model, the node attacked is chosen uniformly at random among all nodes, regardless of the defending strategy. We explore how the defending results change when the attacker chooses the node to attack differently under these two models. We also evaluate the performance of our bi-criteria approximation (see Section 5.3) in the uniform attack model.

Recall that since computing the optimal defending result is time consuming, in Section 5.2 we propose a method that gives a lower bound on the optimal defending result. We denote by \(LB_{uni}\) this lower bound in this subsection. For a comparison, we use \(DR_{adaptive}\) to denote the optimal defending result in the adaptive attack model. In addition, we use \(BA_{uni}(\epsilon, \tau)\) to denote the defending result achieved by the bi-criteria approximation algorithm in the uniform attack model. Throughout the comparisons, we fix \(\eta = 0.1\), which means \(R = 0.1 \cdot \sum_{u \in V} \theta_u\). For each \(k \in \{1, 2\}\), we report the
value of $\text{DR}_{\text{adaptive}}$, $\text{LB}_{\text{uni}}$, and $\text{BA}_{\text{uni}}(\epsilon, \tau)$ for each dataset in Fig. 11. Note that while we are not able to compute the optimal defending result for the uniform attack model, we do know that its value is between $\text{LB}_{\text{uni}}$ and $\text{BA}_{\text{uni}}(\epsilon, \tau)$. As we can observe from Fig. 11, in all datasets, $\text{BA}_{\text{uni}}(\epsilon, \tau)$ is very close to $\text{LB}_{\text{uni}}$. In other words, the experimental result shows that our approximation solution is also close-to-optimal under the uniform attack model. We also observe that there is a significant gap between the defending result $\text{DR}_{\text{adaptive}}$ under adaptive attacks and the defending results under uniform attacks. Specifically, in dataset Power-S when $k = 1$, $\text{DR}_{\text{adaptive}}$ is above 200, while $\text{BA}_{\text{uni}}(\epsilon, \tau)$ is below 10. This result shows that in the network defending problems, the “worst case” loss due to attack can be much larger than the “average case” loss.

![Figure 11: Upper and lower bounds for defending result of uniform attack.](image)

**7. Conclusion**

In this work we study the problem of defending against contagious attacks in a network. Different from existing works that consider resource sharing (which might not be applicable against contagious attacks), we consider the model in which the resource can be reallocated between neighboring nodes. We prove that the problem of computing the optimal strategy is $\text{NP}$-hard, and we formulate the computation as an MILP. We further propose a polynomial time bi-criteria approximation algorithm, which we show, both theoretically and experimentally, is close to optimal.

Our work leaves many interesting problems open. For example, our work assumes that the contagious level is fixed regardless of the defending strategy, while might not be able to model applications in which well defended nodes can stop the attack from spreading. It would be interesting to see how our results adapt in this model. In this paper, we focus on the case where only a single node is attacked. It would also be interesting to consider the scenario in which multiple nodes may be attacked simultaneously, or when there are multiple independent attackers. However, as our hardness results suggest, getting non-trivial algorithmic results (even approximately) in these models can be quite challenging.
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