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Abstract

Maintaining a deep learning (DL) model by making the model substantially more robust through retraining with plenty of adversarial examples of non-trivial perturbation strength often reduces the model’s standard accuracy. Many existing model repair or maintenance techniques sacrifice standard accuracy to produce a large gain in robustness or vice versa. This paper proposes DeepPatch, a novel technique to maintain filter-intensive DL models. To the best of our knowledge, DeepPatch is the first work to address the challenge of standard accuracy retention while substantially improving the robustness of DL models with plenty of adversarial examples of non-trivial and diverse perturbation strengths. Rather than following the conventional wisdom to generalize all the components of a DL model over the union set of clean and adversarial samples, DeepPatch formulates a novel division of labor method to adaptively activate a subset of its inserted processing units to process individual samples. Its produced model can generate the original or replacement feature maps in each forward pass of the patched model, making the patched model carry an intrinsic property of behaving like the model under maintenance on demand. The overall experimental results show that DeepPatch successfully retains the standard accuracy of all pretrained models while improving the robustness substantially. On the other hand, the models produced by the peer techniques suffer from either large standard accuracy loss or small robustness improvement compared with the models under maintenance, rendering them unsuitable in general to replace the latter.
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1 Introduction

Applications [1–3] with deep learning (DL) models as components are widely used in practice with impressive performance. Examples include autonomous driving cars [1], image recognition [2], and medical image diagnosis [3]. In some applications, their performances outperform human experts [4, 5]. At the same time, such models incur various problems. For instance, DL models can be easily fooled by adversarial examples [6], which contain perturbations from the clean samples, or behave biasedly with respect to certain data fairness criteria [7]. Such discoveries motivate researchers to study how to evaluate, assure, and improve the correctness of pretrained DL models. For instance, challenges in software engineering problems, such as test oracles [8, 9], fuzzing [10], system testing [11, 12], mutation testing [13], repair [14–19], test adequacy [20–22], test case generation [23], selection [24], prioritization [25–27], robustness improvement [28], and model finetuning [29], are being studied.

DL models are well-known to be vulnerable to adversarial samples [6]. Improving the robustness of DL models is attractive, and a recent survey shows that it remains an open problem [30]. For instance, wrong predictions on natural robustness scenarios may lead to severe consequences such as causality [31]. A vehicle safety report [32] summarizes that there is one accident for about every two to four million miles. Moreover, for the image classification task, the one-pixel attack [33] represents the least perturbation on the sample to fool the DL models successfully. The general and classical FGSM [34] and PGD [35] attack methods can easily generate adversarial samples with human-imperceptible perturbations. Engstrom et. al [36] show that they can turn correctly predicted samples into adversarial examples by simply applying rotations and translations alone. Moreover, Gu et. al [37] find that the robustness of many DL models
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The prediction remains in the correct class (i.e., high accuracy) when the noise level is small (e.g., $\log_2 \lambda \leq 0$). The height of the bar decreases quickly when the noise level becomes larger. The plot is originally Fig. 3(d) in [47].

Test error on clean data increases rapidly when the noise standard deviation is larger than a small threshold (e.g., 0.2). The plot is originally the left subfigure of Fig. 1 in [37].

Test accuracy on clean data drops gradually along with the increased strength of the adversary. The plot is originally Fig. 7 in [46].

Figure 1: Effects of adversarial training in literature.

decreases as the perturbation strength increases. Still, the generalization ability of a DL model to predict correctly on an arbitrary sample similar to the training dataset is the core reason for using the DL model in practice.

Generally speaking, adversarial training trains a DL model over an adversarial dataset [38]. However, many studies report that it generally lowers the model’s performance in inferring clean samples [39, 40]. For instance, with the target of improving the robustness to 45% on ResNet18 [41] pretrained on the CIFAR10 dataset [42], previous studies [43] show that the loss in standard accuracy, which measures the proportion of samples in a clean dataset predicted by a model same as the ground truth labels of the respective samples, can be as high as 15%, which is severe. Aiming at an even higher degree of robustness while retaining the standard accuracy is important but difficult. In our experiment, none of the peer techniques can retain the standard accuracy while attaining robustness accuracy higher than 45% on the CIFAR10 dataset. In fact, they result in losses in standard accuracy of more than 15%. Rather than able to retain the standard accuracy, a severe tradeoff between the standard accuracy and the robustness is a well-known problem [44] and widely observed across different techniques in their experiments [39, 45, 46].

Fig. 1 recaps the empirical results reported in the literature about both standard and adversarial training for the image classification task, which illustrates the difficulties in retaining standard accuracy while processing noisy samples. Fig. 1a shows that standard training originally can defend against a certain level of perturbation strength. However, the defense effect drops dramatically when the perturbation strength increases. Fig. 1b shows that by using adversarial examples with larger perturbation strengths in model training (larger $x$-value), the test errors on the clean samples of the DL models increase sharply (larger $y$-value) if the perturbation strength exceeds a small threshold (e.g., 0.2 in the plot). Fig. 1c further shows that adversarial training harms the standard accuracy to a severe level (e.g., from higher than 90% to around 75% in either measure) when the perturbation strength is large.

To keep the standard accuracy of the retrained models to a level close to the original DL model, we observe that in their experiments [19, 28, 48], many existing repair or maintenance techniques have to limit their adversarial datasets only to contain samples with a small perturbation strength. How to use a large set of adversarial examples with diverse (small and large) perturbation strengths for retraining a DL model under maintenance for substantial robustness improvement while retaining the standard accuracy of the DL model is still an open problem. To the best of our knowledge, this paper presents the first work toward solving this open problem, a problem often overlooked by existing techniques. To address this problem with an arbitrary model architecture is ambitious and represents an ultimate goal.

---

1Standard accuracy and robustness accuracy are the percentages of samples in a test dataset and a robustness dataset predicted the same as the ground truth of respective samples. A typical example of a robustness dataset is a dataset containing adversarial examples, each produced from a sample in the test dataset with some perturbation.
for this line of research. As the first step, we target the image classification task, and the major DNN architecture used in this task is the convolutional neural network (CNN) models [49].

This paper presents DeepPatch, a novel technique to maintain filter-intensive DL models (convolutional neural network models) to address the above-mentioned problem. DeepPatch is formulated as a sequence of three tasks: filter assessment, model patching, and standard accuracy recovery. These tasks are assisted by our patching units, $\alpha$-, $\beta$-, and $\gamma$-patching units (PUs for short), respectively. The first task, filter assessment, identifies a subset of filters with lower impacts on robustness. Then, the next task is model patching on the identified filters. A main design goal is to ensure DeepPatch has the ability to re-generate the original feature maps of the model under maintenance when processing with replacement filters. The last task is standard accuracy recovery. DeepPatch configures a metric computation unit with a separation boundary that aims to distinguish the samples more like the original or the perturbed validation datasets through its calibration process. It also organizes all the patching units in the constructing model in a master-slaves design style, where the $\gamma$-PU serves as the master and each $\beta$-PU serves as a slave.

In the inference time when using the patched model to process a sample, the master ($\gamma$-PU) is responsible for invoking the metric computation unit and decides a particular side to take, and broadcasts the decision to all $\beta$-PU in subsequent layers to select the corresponding subset of filters for execution to generate feature maps accordingly. As such, these patching units work like decision nodes with conditional branches in a patched model. The patched model can adaptively reproduce the full sets of the original feature maps or generate the replacement counterparts. The design made by DeepPatch on the patched model also implements a strict separation of the replacement filters from their original filter counterparts for model retraining and prediction. It makes the patched model output by DeepPatch has an intrinsic property of retaining the standard accuracy of the original model, which sets DeepPatch apart from existing techniques (that alter the full weights of the original models).

We have developed an end-to-end tool to implement DeepPatch. The DeepPatch tool accepts the original pretrained model instance (containing model data structure and model weights), an augmented training dataset instance, and both the original and augmented validation dataset instances as input. It generates the patched model instance at the end of the above-mentioned third task and saves it into files (including both model architecture and weight matrices), which can be loaded back into the program.

We have experimented DeepPatch on retraining datasets containing adversarial examples with a large range of perturbation strengths to train the DL models under maintenance. To align with the central problem addressed by this work, the evaluation also shows both aspects side by side: retention of standard accuracy and improvement in robustness accuracy.

The experimental result on four datasets, six pretrained models, and six techniques shows that DeepPatch retains the standard accuracy of the pretrained models with a significant boost in robustness. The peer techniques deteriorate the standard accuracy significantly or cannot attain significant robustness improvement, making them incur obvious limitations to replace the original pretrained models for use in general. With a substantial advantage in standard accuracy or robustness improvement over the peer techniques, DeepPatch outperforms them in the sum of standard accuracy and robustness accuracy. The experiment also shows that two pipelines of DeepPatch can generate effective results, showing the applicability of DeepPatch to integrate with other techniques for further advancing state of the art. We also report an exploratory study on the feasibility of applying DeepPatch on Vision Transformer (ViT) [50], a representative Transformer model for the image classification task. The result shows that the patched model produced by DeepPatch can retain the standard accuracy of ViT and improves the robustness accuracy to a large extent.

The main contribution of this paper is threefold:

1. This paper is the first work to show the feasibility of retaining the standard accuracy of the models under maintenance with significant robustness improvement on retraining datasets containing plenty of adversarial examples with large and diverse perturbation strengths.

2. It presents a novel technique DeepPatch. DeepPatch is the first work capable of reproducing the original feature maps of the model under maintenance after retraining to escape from the effects of training on adversarial examples.

3. The evaluation and the tool implementation show the feasibility and high effectiveness of DeepPatch.

The rest of the paper is organized as follows. Section 2 gives the preliminaries of DeepPatch. DeepPatch is presented in Section 3 followed by its evaluation in Section 4. Section 5 reviews closely related
work. We conclude this paper in Section 6.

2 Preliminaries

Table 1: The key symbols used in DeepPatch.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep learning model</td>
<td>$\mathcal{F}$</td>
<td>A deep learning model under maintenance.</td>
</tr>
<tr>
<td>Convolutional layer</td>
<td>$f_j$</td>
<td>An $j$-th convolutional layer of $\mathcal{F}$.</td>
</tr>
<tr>
<td>Filters</td>
<td>$G_i$</td>
<td>A sequence of filters in $f_i$.</td>
</tr>
<tr>
<td>Filter</td>
<td>$g_j$</td>
<td>A filter of the convolutional layer $f_i$ at the $j$-th position in $G_i$.</td>
</tr>
<tr>
<td>Blamed filters</td>
<td>$G_{\ominus}$</td>
<td>A set of filters identified to be replaced for robustness improvement.</td>
</tr>
<tr>
<td>Replacement filters</td>
<td>$G_{\odot}$</td>
<td>A set of filters to replace $G_{\ominus}$ for robustness improvement.</td>
</tr>
<tr>
<td>Filters to be zeroized</td>
<td>$G_{\oslash}$</td>
<td>A set of filters, where the output of $g_i \in G_{\oslash}$ is a zero matrix.</td>
</tr>
<tr>
<td>Sample</td>
<td>$t$</td>
<td>An input sample to the model under maintenance $\mathcal{F}$.</td>
</tr>
<tr>
<td>Clean dataset</td>
<td>$T$</td>
<td>A subset of samples that do not contain any perturbations.</td>
</tr>
<tr>
<td>Noisy dataset</td>
<td>$T^*$</td>
<td>A subset of samples, each corrupted by Gaussian Blur noise.</td>
</tr>
<tr>
<td>Spatial dataset</td>
<td>$T^\circ$</td>
<td>A set of samples, each generated by spatial translation operations defined in SENSEI.</td>
</tr>
<tr>
<td>Augmentor</td>
<td>$\mathcal{O}$</td>
<td>A function to perturb the samples in $T$ to generate $T^\circ$ or $T^\circ$.</td>
</tr>
</tbody>
</table>

To ease reference, we summarize the key symbols used in this work in Table 1.

2.1 DL Models and Convolutional Layers

A DL model $\mathcal{F}$ contains a set of layers $\{f_1, \ldots, f_n\}$. Each layer $f_i$ accepts an input feature map and computes an output feature map. Each location in a feature map is called a neuron. The input to $f_i$ is the output of $f_{i-1}$. The input layer $f_1$ accepts an input $t$ of $\mathcal{F}$, and the output layer $f_n$ produces an output $o_t$ for $\mathcal{F}$ on processing $t$. Each remaining layer is a hidden layer.

$\mathcal{F}$ infers a sample $t$ correctly if the label with the largest value in $o_t$ is the same as the ground truth label $l_t$ of $t$. The standard accuracy and robustness accuracy of $\mathcal{F}$ on a clean dataset $T$ and a noisy dataset $T^\circ$ are the proportions of samples in the corresponding datasets with correctly predicted labels, i.e., $\{|t \in T \mid \text{argmax}(o_t) = l_t\}|/|T|$ and $\{|t \in T^\circ \mid \text{argmax}(o_t) = l_t\}|/|T^\circ|$, where $l_t$ is the ground truth label of the input $t$, respectively.

Convolutional layer [49] is a kind of widely used layer in the literature. As presented in Section 5 of related works, software engineering techniques using DL models with convolutional layers, such as using a sequence of ResNets in identifying invalid inputs to a DL model [51], are emerging.

Suppose $f_i$ is a convolutional layer. It will contain a sequence of $m$ filters $G_i = \{g_1, \ldots, g_j, \ldots, g_m\}$, where $m$ is the number of filters contained in $f_i$. We use the subscript $j$ of a filter $g_j$ to indicate the position of $g_j$ in $f_i$, i.e., $f_i[j] = g_j$. Each filter $g_j$ performs a convolution operation over the input feature map $x_i$ of $f_i$ to generate its output $g_j(x_i)$, called a channel, of the filter. The dimensions of the output channels of all filters in $G_i$ are the same.

Two matrices $A$ and $B$ can be concatenated to form a larger matrix $[A \ B]$. The output $f_i(x_i)$ of a convolutional layer $f_i$ with an input feature map $x_i$ is the concatenation of all the channels produced by the filters of $f_i$. Thus, the output feature map of $f_i$ on processing $x_i$ can be expressed as $f_i(x_i) = [f_i[1](x_i) \ldots f_i[j](x_i) \ldots f_i[m](x_i)] = [g_1(x_i) \ldots g_j(x_i) \ldots g_m(x_i)]$. The order of channels in $f_i(x_i)$ naturally follows the positions of these filters. If the order of channels in $f_i(x_i)$ is disturbed, a different output feature map will be generated [52]. Existing studies [53–55] have shown that different filters contribute to dramatic differences in model performance.

The weights of a filter $g_j$ is a $c \times k \times k$ matrix, called a kernel $k$. The same convolutional layer $f_i$ contains kernels of the same size $k$ (e.g., 3–7). The number $c$ equals the number of channels composing the input feature map $x_i$ for the layer $f_i$.

2.2 Closely related peer techniques

The DL model under maintenance $\mathcal{F}$ has been pretrained. A typical training algorithm is to solve the optimization problem of minimizing the loss between output $o_t$ of $\mathcal{F}$ and the ground truth label $l_t$ of each $t$ in a given training dataset. To improve the robustness of $\mathcal{F}$, FineTune (FT) [56, 57] is to further train it on an adversarial dataset (containing both clean and adversarial samples). This is known as
the adversarial training [58], where a mixture of adversarial and clean examples is used to train the DNN model. Typically, a large set of samples with many variants are used as an adversarial dataset for finetuning. Applying FineTune with a strongly augmented dataset $T_{train}$ will cause a severe loss in standard accuracy [59].

In our experiments, we extensively compare DeepPatch to DeepCorrect and SENSEI. We revisit them in this section.

### 2.2.1 DeepCorrect

DeepCorrect [14] generates a perturbed image $\bar{t}$ from each image $t$ in the original validation dataset $T_{val}$ of the model under maintenance $F$ to create a noisy validation dataset $T_{val}^\star$. It feeds $\bar{t}$ to $F$ to get the model output, thereby obtaining the robustness accuracy $A$ on this noisy dataset. For each filter $g \in F$, it feeds each $\bar{t}$ to $F$, substitutes the channel of $g$ on processing $t$ by the channel of the same filter on processing $\bar{t}$ to get the model output, and computes the robustness accuracy $B$ on the same set of perturbed images, thereby obtaining the robustness accuracy difference $A - B$. It prioritizes the filters in $F$ in descending order of the accuracy difference. The top-$k\%$ filters are identified. DeepCorrect then revises the architecture of $F$ as follows: If a layer $f_i \in F$ contains any filter in this top-$k\%$ list, DeepCorrect splits the original sequence of filters $G_i$ of the layer into two subsequences, one (denoted as $s_1$) containing the filters appearing in the top-$k\%$ list and another (denoted as $s_2$) containing the remaining filters. The relative positions of the filters in either subsequence are the same as these in $G_i$. DeepCorrect then creates a block of two consecutive layers $\langle s_1, r \rangle$, in which $r$ is a trainable block of layers called a correction unit [14]. It then inserts the block into $f_i$ to replace the original sequence $s_1$. The output feature map of $f_i$ in the revised $F$ becomes the concatenation $[s_2(x_i), r(f(x_i))]$ where $x_i$ is the input feature map of $f_i$. The revised $F$ is then fine-tuned with only the correction units being trainable on the noisy training dataset. As such, the changes in parameter values due to learning from this noisy dataset are limited to the correction units.

### 2.2.2 SENSEI

SENSEI [28] is a technique based on genetic algorithm. In each retraining epoch, SENSEI evaluates whether the model under maintenance $F$ is already robust to each sample $t$ picked from the original training dataset $T_{train}$ by translating $t$ into 6 variants (each generated from one translation operation). If the loss values of all these variants of $t$ are all less than a pre-defined threshold, $F$ is deemed robust around $t$. Otherwise, the variant of $t$ with the largest loss value is placed into a constructing robustness dataset $T_{train}^\star$ for that epoch. After evaluating all samples in $T_{train}$, it applies FineTune to retrain the current model with the robustness dataset for that epoch. SENSEI designs each variant of $t$ as the result of applying the perturbations of each element in a chromosome on $t$, where each element in a chromosome corresponds to the input parameters of a translational operation (i.e., a spatial transformation operator or a sequence of such operators). Each chromosome is initialized with random parameters falling within the restrictive input ranges of the corresponding translational operations. The restrictive input range of a translation operation represents the maximum perturbation strength that can be applied to perturb a sample using the translation operation.

As we will present in Section 4, we will use the same augmented training dataset for different techniques that do not generate their augmented training dataset for robustness improvement. To conduct a controlled experiment, we produce the tool GenRobust, which is the same as SENSEI in all aspects except for the following. GenRobust does not evaluate whether $F$ is robust to each sample $t \in T_{train}$ and does not contain the logic of only placing the variant of $t$ with the largest loss value into the constructing spatial training dataset $T_{train}^\star$. Rather, it directly generates exactly one variant of $t$ using one random chromosome and places the generated variant into the constructing the spatial augmented dataset $T_{train}^\star$. Since an augmentor is used in the tool, each variant is generated on the fly when $T_{train}^\star$ is called.

### 3 DeepPatch

#### 3.1 Overview

#### 3.1.1 Motivation and Basic Ideas

The robustness issue originates from the generalizability of the DL models on the adversarial samples with perturbations from clean samples. Recovering the filter outputs of adversarial samples to those
of respective clean samples is an intuitive way to defend the image-agnostic perturbations. Existing works [14, 60-62] follow such a method and show that recovering selective features of most sensitive filters generally outperforms fine-tuning which alters all the feature maps. DeepPatch also follows this line of research.

DeepPatch aims to equip the patched model with the full set of original filters and a selective set of replacement filters. When invoked, the replacement filters replace the functions of their original filter counterparts to compute feature maps. DeepPatch also aims to make only the replacement filters affected by the training process with adversarial examples. In this way, the perturbation strengths of adversarial examples, whether large or small, will not affect the original filters kept in the patched model. DeepPatch also shares the parameters of the original model in producing feature maps when the replacement filters are activated for processing, which alleviates the overhead in the number of parameters in the patched model.

The debugging process on traditional programs inspires us to design DeepPatch. Informally, DeepPatch first identifies a set $X$ of trainable units in a DL model $F$ that is more likely to drag $F$’s leg from processing adversarial samples. This step is inspired by fault localization in debugging a traditional program to locate statements more likely to be responsible for the observed failures. Next, DeepPatch creates the little “twin brothers” of these trainable units and teaches the little brothers to process samples resembling these samples in the augmented validation dataset. Moreover, it redesigns $F$ so that the redesigned model can execute either these trainable units in $X$ or their respective “twin brothers” to process samples falling into the separation boundary of the original validation dataset side and the augmented validation dataset side, respectively. This step is inspired by repairing the code region of the located statements in debugging traditional programs, where developers tend to reuse the original code as much as possible and use the patched code to process statements for the originally incorrect situations. Finally, DeepPatch adjusts the dependency of these two kinds of units in the redesigned DL model and inserts a decision unit so that the redesigned model can automatically decide which kinds of trainable units to be executed. It thus produces the patched model at the end. This step is akin to adjusting the dependency of a program after some of its parts have been modified. These three steps are realized in DeepPatch as three tasks. They are filter assessment, model patching, and standard accuracy recovery.

3.1.2 Overall workflow

DeepPatch assumes it is in the maintenance phase of the DL model. So the data structure of the model with its trained weights and the datasets are available. The splitting of the datasets into the training, validation, and test datasets used to train the model is also known. The overall workflow of DeepPatch is as follows.

Each filter $g$ in the original model $F$ is first independently assessed on an augmented validation dataset $T_{valid}$ with its absence, where the output feature map of $g$ becomes a zero matrix. Suppose $f_i$ is a convolutional layer in $F$ and it contains a filter $g$. To assess the effect of $g$ when it is absent from $F$, DeepPatch first creates a patching unit $\alpha$-PU for the layer $f_i$. This $\alpha$-PU contains the filter set $G_\alpha = \{g\}$ and an array $G_\emptyset$ of original filters of $f_i$ but without $g$. It outputs the feature map consisting of the channels of the filters in $G_\emptyset$ and the zero matrix from $G_\emptyset$, which replaces the original feature map produced by $f_i$. The $\alpha$-PU is then inserted into the original model to create a model with one $\alpha$-PU. The change in accuracy is computed by subtracting the robustness accuracy of the original model from that of the model with the $\alpha$-PU on $T_{valid}$. All filters are prioritized into a list in descending order of their changes in accuracy on the noisy dataset.

The top-k% of the prioritized list is collected and we refer to each collected filter as a blamed filter and $k$ as the blamed ratio. Recall that DeepPatch assesses the overall effect of each filter in the model. It could only observe whether one filter has a larger effect on robustness deterioration than another filter on the dataset representing the distribution of perturbed samples. Since original filters are trained on the original training dataset, they encode the knowledge (in the context of the model under maintenance) to process clean samples. Thus, our intention is to select a set of filters with stronger effects rather than one with weaker effects on robustness improvement to receive adversarial training on the augmented dataset. The blamed ratio is designed to specify the proportion of filters that are originally trained to infer clean samples and developers allow them to be “replaced” with replacement filters to infer samples. However, as motivated in Section 1, when the perturbation on a sample is large, these replacement filters cannot lead a model to produce accurate predictions. Thus, in our standard accuracy attention task, we present how DeepPatch addresses this problem by introducing the $\gamma$ patching unit inserted into the patched model.
DeepPatch then creates a replacement filter counterpart for each blamed filter by cloning the blamed filter followed by randomly initializing the kernel of the replacement filter. Each convolutional layer \( f_i \in \mathcal{F} \) containing any filter in the top-\( k \% \) portion of the prioritized list will be inserted with a patching unit \( \beta \)-PU. Each \( \beta \)-PU contains three filter sets: an array \( G_{\beta} \) of blamed filters of \( f_i \) and its matching array \( G_{\ominus} \) of replacement filters, and an array \( G_{\odot} \) of filters of \( f_i \) not in \( G_{\beta} \), where \( G_{\beta} \) is initialized to \( G_{\ominus} \).

The purpose of inserting the \( \beta \)-PU into the layer \( f_i \) is to generate the feature map from \( G_{G} \) and \( G_{\ominus} \) to replace the original output feature map of \( f_i \). DeepPatch patches the constructing model to replace the filter sequence in \( f_i \) with a \( \beta \)-PU. After patching all such layers, the model is retrained with adversarial training\(^2\) on an augmented dataset (containing the clean and perturbed training samples) to only adjust the kernels of the replacement filters in all \( \beta \)-PUs for robustness improvement.

DeepPatch uses the blamed filters \( G_{\ominus} \) and replacement filters \( G_{\ominus} \) of the patched convolutional layer closest to the input layer of the retrained model (aka the first patched convolutional layer, denoted by \( f_{i}^{\text{conv}} \)) to generate a set of feature maps from each of \( T_{\text{val}} \) (the validation dataset) and \( T_{\text{val}}^{\prime} \) (the noisy validation dataset). These two sets of feature maps are used to compute a separation boundary \( b \) to distinguish them.\(^3\) A patching unit \( \gamma \)-PU inherited from the first patched convolutional layer’s \( \beta \)-PU is patched into the revised model architecture to replace the latter patching unit in the retrained model. It is configured with this boundary \( b \). All inserted patching units are organized in a one-master-many-slaves style where the \( \gamma \)-PU serves as the master and all \( \beta \)-PU serve as the slaves. Then, DeepPatch returns the patched model.

In the forward pass of the patched model to infer a sample, when the layer \( f_{i}^{\text{conv}} \) is executed, the \( \gamma \)-PU (master) computes a value \( v \) based on its \( G_{G} \) and \( G_{\ominus} \) on the input feature map of the layer. It compares \( v \) with \( b \) to decide whether all replacement filters in the patched model should be executed. It then instructs all patching units (all slaves and the master itself) in the patched model to act accordingly to only execute the corresponding filters to generate feature maps.

As explained in Section 1 and the above subsection, one of the main design goals of DeepPatch is to ensure DeepPatch has the intrinsic property of re-generating the full set of feature maps of the model under maintenance. When the patched model judges a sample falling into the original validation dataset side rather than the augmented validation dataset of the separation boundary, it produces the full set of original feature maps. We design DeepPatch to freeze all other trainable units in the above retraining step to ensure DeepPatch meets this design goal.

Alg. 1 summarizes the DeepPatch algorithm. It creates three kinds of patching units at lines 7, 14, and 22, respectively. In the following subsections, we present these patching units, a quality metric for the above-mentioned separation boundary, and the whole algorithm.

### 3.2 Patching Units

A patching unit (PU) for a convolutional layer \( f_i \) is a quadruple \( PU = (G_{\ominus}, G_{\ominus}, G_{\ominus}, G_{b}) \), where \( G_{\ominus} \) is a set of blamed filters, \( G_{\ominus} \) is a set of replacement filters, \( G_{\odot} \) is a set of filters to be zeroized, and \( G_{b} \) is the set of all the filters in \( f_i \) with the filters in \( G_{\ominus} \cup G_{\odot} \) removed. The number of filters in \( f_i \) is the same as the total number of filters in \( G_{\ominus} \cup G_{\ominus} \cup G_{b} \). The number of filters in \( G_{\ominus} \) is the same as the number of filters in \( G_{b} \). If \( G_{b} \) is nonempty, for each filter \( g_{p} \in G_{b} \), there should be a matching filter \( g_{p} \in G_{\ominus} \) at the same position \( p \).

A PU also requires that each channel in its output feature map is generated by exactly one of its filters. More specifically, when a PU is called to output a feature map, the following will be output: (1) Each filter in \( G_{b} \) or \( G_{\ominus} \) will output a channel. (2) For each matching pair of filters \( (g_{p}, g_{p}^{'}) \) where \( g_{p} \in G_{\ominus} \) and \( g_{p}^{'} \in G_{\ominus} \) sharing the same position \( p \), exactly one of them will output a channel.

The output feature map of a PU is the concatenation of the channels of the filters in the PU ordered by their filter positions. That is, \( PU(x_{i}) = [g_{p=1}(x_{i}), \ldots , g_{p=m}(x_{i}), \ldots , g_{p=m}(x_{i})] \) where \( x_{i} \) is the input feature map of the layer \( f_i \), and each \( g_{p=m} \) is a filter in \( G_{\ominus} \cup G_{\ominus} \cup G_{\odot} \cup G_{b} \). As such, the original output feature maps of a layer \( f_{i} \) and the PU of \( f_{i} \) share the same channel structure, and channels in either

\(^2\)In adversarial training\(^5\) for retraining, the objective is to minimize the training errors: \( \arg\min_{\theta} \mathbb{E}_{(x,t)\in \mathcal{T}_{\text{val}}} L(F(x,t),t) \), where \( t \) is the sample, \( t \) is the ground truth label of \( t \), and \( L \) is the loss function to train up the pretrained model \( F \).

\(^3\)In machine learning, a separation boundary between two classes in a feature space is an abstract concept, which is hard to determine precisely. In Section 3.3.2, DeepPatch projects the feature space into a single dimension. Thus, the separation boundary is a value in that dimension where all the values smaller than this boundary value represent one class, and the remaining values represent another class. We keep the terminology of separation boundary in our presentation of DeepPatch to help readers to follow its high-level meaning of separating two classes, which need not be projected into a single dimension in general.
3.2.1 Patching Unit $\alpha$-PU

Alg. 1 at line 7 calls Patch$_{\alpha}(F, f_i, G_{\Diamond})$, which creates a patching unit $\alpha$-PU and patches it into $F$ to create a new model $F_{\Diamond}$. The purpose of $\alpha$-PU is for DeepPatch to assess the situation when the filters in $G_{\Diamond}$ are absent from a model. Fig. 2a shows the structure of an $\alpha$-PU.

In an $\alpha$-PU, the two sets $G_{\ominus}$ and $G_{\oplus}$ are empty. The set $G_{\odot}$ is computed as the set difference $f_i \setminus G_{\Diamond}$. An $\alpha$-PU is thus $(G_{\odot}, G_{\ominus}, \emptyset, \emptyset)$. It also resets each weight in the kernel $k$ of each filter $g_j \in G_{\ominus}$ to zero (i.e., 0) so that every filter in $G_{\ominus}$ will generate a zero matrix as its channel in the convolution operation during a forward pass for model prediction.

The output of an $\alpha$-PU is the concatenation of the channels generated by the filters in $G_{\odot}$ and $G_{\ominus}$ ordered by their positions. Informally speaking, the output feature map of an $\alpha$-PU for layer $f_i$ is the output feature map of $f_i$ after resetting the channels at the positions indicated by the filters in $G_{\ominus}$ to zeros. DeepPatch then substitutes the filter sequence kept in $f_i$ by the $\alpha$-PU to create a new model $F_{\Diamond}$.

3.2.2 Patching Unit $\beta$-PU

Alg. 1 calls Patch$_{\beta}(F_{\oplus}, f_i, G_{\ominus}, G_{\ominus})$ at line 14 to create a $\beta$-PU. The purpose of $\beta$-PU is to produce a perturbation-adaptive output feature map for selected channels (indicated by the filters in $G_{\ominus}$) of the layer $f_i$. In a $\beta$-PU $=(G_{\odot}, \emptyset, G_{\ominus}, G_{\oplus})$, the set $G_{\ominus}$ is empty, and $G_{\odot}$ is computed as the set difference $f_i \setminus G_{\ominus}$. Fig. 2b shows the structure of a $\beta$-PU.

Each $\beta$-PU shares the same adaptation indicator $i$ (a boolean variable with True as the default value) for selecting either $G_{\ominus}$ or $G_{\oplus}$ for computing the output of the $\beta$-PU. If the value of $i$ is False, the $\beta$-PU computes the channels from $G_{\odot}$ and $G_{\ominus}$ only (i.e., without any output from the filters in $G_{\oplus}$). So, it generates an output not affected by the filters in $G_{\ominus}$. On the contrary, if $i$ is True, the $\beta$-PU computes the channels from $G_{\odot}$ and $G_{\oplus}$ only, indicating that it intends to deem the current sample under processing more like an adversarial sample. The default value is chosen as True because the algorithm at line 18 trains all replacement filters in all $\beta$-PUs on both the original and perturbed samples. The replacement filters in $G_{\ominus}$ are trained with adversarial training because they are more likely than the blamed filters in $G_{\ominus}$ to generalize over the original and perturbed samples.

DeepPatch then replaces the filter sequence kept in $f_i$ of the model $F$ by this $\beta$-PU to evolve $F_{\oplus}$ (line 14 of Alg. 1). It repeats the process for all convolutional layers. It retrained the resultant $F_{\oplus}$ model using adversarial training [58] (line 18). Note that at this moment, all $\beta$-PUs have a default value for $i$ with True and only set the filters in $G_{\ominus}$ to be trainable. Thus, in the training process, each $\beta$-PU uses

---

**Figure 2**: Different kinds of Patching Unit.
3.2.3 Patching Unit γ-PU

Alg. 1 at line 22 calls Patch\(_\alpha\)(F\(_\Phi\), f\(_i\), G\(_\bullet\), G\(_\bigcirc\), b). γ-PU contains the same sets of filters as the β-PU at the same layer f\(_i\) with an additional input parameter b (a separation boundary). In DeepPatch, we design to attach a γ-PU to the first patched convolutional layer f\(_{i}^{conv}\) (see line 22 of Alg. 1) to act as the master in the master-and-slaves style. Fig. 2e depicts the structure of a γ-PU structure. The reason for attaching this patching unit to f\(_{i}^{conv}\) is to allow all convolutional layers in the patched model to use their replacement filters for feature map computations. For instance, consider a patched version of the ResNet32 model for the CIFAR10 dataset. Suppose a γ-PU is attached to the last convolutional layer of the patched model instead of the first one. In this case, only the replacement filters in the last convolutional layer can be used for predicting the output for a sample. In a convolutional neural network, a preceding convolutional layer generates relatively lower-level features (e.g., leg, hair) and a subsequent convolutional layer generates relatively higher-level features (e.g., a region with four legs).

Making the decision of which set of filters to be activated in a preceding layer can make a large set of the original or replacement filters capture different levels of features for processing a sample. To avoid losing some features at the low level when deciding to activate or not to activate all replacement filters, DeepPatch chooses to add the γ-PU to the first convolutional layer.

A γ-PU accepts an indicator δ as well, which is decision indicator (a Boolean variable with True as the default value), indicating whether to enable the decision module or not. Note that this decision indicator can be set by the user manually or omit it to be the default value. If the value of δ is False, the γ-PU will set the adaptation indicator i to False and compute the channels from G\(_\bullet\) and G\(_\bigcirc\) to produce the feature map. If the value of δ is True, when F\(_\bigcirc\) conducts an inference on an input t, the γ-PU computes the channels of the filters in G\(_\bigcirc\), denoted by z\(^-\), and those in G\(_\bullet\), denoted by z\(^+\). It calls the function Calibrate(z\(^-\), z\(^+)\) to return a value, say v. The γ-PU then computes whether the condition v > b holds (where b is computed by line 21 of Alg. 1 at the maintenance phase). If the condition holds, the adaptation indicator i is set to True, otherwise False, which will be passed to all the β-PUs.

Like a β-PU, the γ-PU also generates an output feature map. If the adaptation indicator is False, the γ-PU computes the channels from G\(_\bigcirc\) and G\(_\bullet\) only (producing the feature maps of F), otherwise from G\(_\bigcirc\) and G\(_\bullet\) only. After line 22, the current model has been patched with a γ-PU at the first convolutional layer.

Our design of deciding the activation of different filters for different kinds of inputs is novel, and we are unaware of any existing work having a similar design. Another novel design is the support of the reproduction of the original feature maps after training with adversarial examples.

3.3 Robustness-Aware Quality Metric as Separation Boundary

The γ-PU requires a separation boundary in the final DL model. A constraint is that we have to design a scheme that should be efficient in model prediction.

3.3.1 Corrective Rate

Our key insight is that the two sets of filters in G\(_\bigcirc\) and G\(_\bullet\) lead the final DL model to behave differently when handling samples more like the augmented validation dataset (than the original validation dataset) but perform more similarly on samples more like the original validation dataset (than the augmented validation dataset). In the literature, the existing work (e.g., [60]) shows that the neurons previously not activated in the pretrained models become activated in the retrained models, resulting in a large robustness accuracy improvement compared to the pretrained models. In our experiment (Tables 2 versus 5), we also observe that the pretrained models and the patched models produced by DeepPatch with β-PUs have a larger difference in robust accuracy than that in standard accuracy. As such, we tend to consider the filters in G\(_\bigcirc\) can serve like the original filters to some degree in inferring samples more like the original validation dataset. There are many possible formulations to implement the insight. However, since the computation should be performed while the model is being used for prediction, it should be lightweight and easy to compute.

We recall that the convolution operations done by the filters in G\(_\bigcirc\) and G\(_\bullet\) produce two concatenations of their channels, respectively. We denote these two outputs G\(_\bigcirc\)(x) and G\(_\bullet\)(x) by z\(^-\) and z\(^+\), respectively, where x is the input feature map. Note that both z\(^-\) and z\(^+\) are feature maps produced
from the activation functions of the layer$^4$. DeepPatch measures the differences between these two feature maps at the first convolutional layer $f_{1\text{conv}}$ in the patched model at the neuron pair level. In the task of standard accuracy recovery, it uses all these differences on the clean and augmented validation datasets to calibrate the separation boundary.

We propose Corrective Rate (CR), which measures on two feature maps $z^-$ and $z^+$ computed in $\gamma$-PU. We refer to the neuron in the same positions in a pair of channels as activated but misaligned if the neuron is only activated in exactly one of the two channels. CR computes the ratio of the number of activated but misaligned neurons between the channels of blamed and replacement filters to the number of all neurons produced by the replacement filters. As explained earlier in this section, if the input sample is more like the augmented validation dataset than the clean validation dataset, the activated neurons tend to get a larger misalignment between $G_D$ and $G_B$. 

\[
CR(z^-, z^+) = \frac{|\{\eta \in z^+ | \eta = 1\}|}{|\{\eta \in z^+\}|}
\]

where $z^-$ and $z^+$ are defined above, $\eta$ denotes a neuron in the feature map $z$. $\eta(\eta)$ is the Heaviside step function [63] that outputs 1 if $\eta > 0$, and 0 otherwise. \(\eta(\cdot)\) is the logical exclusive-or function over $\eta(z^-)$ and $\eta(z^+)$, where for each corresponding pair of neurons in $\eta(z^-)$ and $\eta(z^+)$, it behaves: $\eta(1,0) = 1$, $\eta(0,1) = 1$, $\eta(0,0) = 0$, and $\eta(1,1) = 0$, and $z$ is the output of $\eta(\cdot)$ on all neurons.

The idea of calculating the activated and misaligned neurons is to estimate the extent of feature map similarity if $G_D$ is used to generate the feature map of the layer instead of $G_B$.

For example, suppose $z^- = \{0 \ 1\}$ and $z^+ = \{1 \ 0\}$, then the computed $z$ is $\{1 \ 0\}$. The numerator of the equation is 3 by counting the numbers of 1, and the denominator is 4 defined by the shape of $z^+$. The final result of CR is 0.75 in this case, indicating that 75% of the neurons on the feature maps get corrected if $z^+$ is used to generate the feature map for the layer.

### 3.3.2 Calibration function

Line 21 of Alg. 1 requires a calibration function to compute a separation boundary $b$. The function computes the value of the CR metric for each sample in each of the original validation dataset $T_{\text{val}}$ and the augmented validation dataset $T'_{\text{val}}$. This process creates two sets of values. For either set of values, the cluster center is computed. Since CR computes a scalar value, the cluster center is the mean value of the values in the set. The function then returns the mean value of these two cluster centers as the separation boundary $b$, which is used by the $\gamma$-PU.

### 3.4 Algorithm

Alg. 1 shows the DeepPatch algorithm. It accepts five inputs: a DL model $\mathcal{F}$, a blamed ratio $\kappa \in [0, 100]$, an augmentor $\mathcal{O}$ to perturb the samples, and a pair of datasets ($T_{\text{train}}$ and $T_{\text{val}}$) for training a model for robustness improvement.

There are three tasks in this algorithm: filter assessment, model patching, and standard accuracy recovery. To better demonstrate how the algorithm involves the three kinds of PUs in the model under maintenance, we provide a step-by-step explanation of these three tasks.

### 3.4.1 Filter assessment task

At line 1, the robustness accuracy of the given model $\mathcal{F}$ is measured as the base robustness accuracy $acc_0$ by running the inference process (denoted by $\text{Inference}\cdot()$) on the augmented validation dataset $T'_{\text{val}}$. The algorithm then iterates on each convolutional layer $f_i$ to assess the filters.

The filter assessment task assesses the impact on robustness accuracy at the individual filter level. It iterates over all the filters of the layer $f_i$ (lines 5–10). In each iteration, say for filter $g_j$, it creates a patched version of $\mathcal{F}$ inserted with a patching unit $\alpha$-PU, through the function $\text{Press}_\alpha\cdot()$ (lines 6–7). The purpose of the patching unit $\alpha$-PU is to nullify the channel generated by $g_j$ in the output feature map of $f_i$ (i.e., the channel is zeroized). Subsection 3.3.2 has presented the procedure. Then, the algorithm evaluates $\mathcal{F}_\alpha$ over the augmented samples ($T'_{\text{val}}$) to obtain the robustness accuracy $acc$ of the model, which is further compared with the base robustness accuracy to compute a difference $\delta_j = acc - acc_0$ for the filter $g_j$. Among the filters of the same layer, the algorithm deems a filter $g_j$ with a larger difference

---

$^4$A feature map can be viewed as a sequence of values. The sequence keeps a value at each index position. The index position of the sequence is called a neuron.
Algorithm 1: Patching a model with Patching Unit

Input: Pretrained model $F$, 
- Blamed ratio $\kappa$, 
- Augmentor $O$, 
- Training set $T_{\text{train}}$, 
- Validation set $T_{\text{val}}$

Output: Patched model $F_{\oplus}$

1. $acc_0 \leftarrow \text{Inference}(F, T_{\text{val}}^{O})$; // augmented by $O$ on $T_{\text{val}}$, same below
2. $F_{\oplus} \leftarrow F$
3. foreach convolutional layer $f_i \in F$ do
   4. $Q \leftarrow$ empty priority queue
   5. foreach filter $g_j \in f_i$ do
      6. $G_{\oplus} \leftarrow \{g_j\}$
      7. $F_{\oplus} \leftarrow \text{Patch}_{\alpha}(F, f_i, G_{\oplus})$
      8. $acc \leftarrow \text{Inference}(F_{\oplus}, T_{\text{val}})$
      9. $Q \leftarrow (g_j, acc - acc_0)$
   10. end foreach
11. $G_{\oplus} \leftarrow \text{top } \kappa\% \text{ in } Q$
12. $K \leftarrow \text{extract}(G_{\oplus})$
13. $G_{\oplus} \leftarrow \text{reinitialize}(K)$
14. $F_{\oplus} \leftarrow \text{Patch}_{\beta}(F_{\oplus}, f_i, G_{\oplus})$
15. end foreach
16. freeze($F_{\oplus}$)
17. forall $G_{\oplus} \in f_i \in F_{\oplus}$ do trainable($G_{\oplus}$) ;
18. $F_{\oplus} \leftarrow \text{Train}(F, T_{\text{train}}, T_{\text{val}}^{O})$; // augmented by $O$ on $T_{\text{train}}$
19. $f^\text{conv}_1 \leftarrow \text{first convolutional layer of } F$
20. $G_{\ominus}, G_{\ominus} \leftarrow \text{Detach}(F_{\oplus}, f^\text{conv}_1)$
21. $b \leftarrow \text{Calibrate}(T_{\text{val}}, T_{\text{val}}^{O}, G_{\ominus}, G_{\ominus})$
22. $F_{\oplus} \leftarrow \text{Patch}_{\gamma}(F_{\oplus}, f^\text{conv}_1, G_{\ominus}, G_{\ominus}, b)$

\( \delta_j \) to have a higher potential to improve the robustness of $F$ than the other filter of the same layer with a smaller difference. The pair \((g_j, \delta_j)\) is added into the priority queue $Q$ (reset to empty at line 4), where $g_j$ is the element to be prioritized in the queue, and $\delta_j$ is the priority score of $g_j$ (line 9). The queue $Q$ thus prioritizes the filters of the same layer in descending order of priority score. Note that the priority queue $Q$ is initialized as empty at line 4 when processing each iteration on the set of convolutional layers in $F$.

3.4.2 Model patching

The second task first creates a set of replacement filters for $f_i$ (lines 11–13). The algorithm identifies the top-$\kappa\%$ filters in the priority queue $Q$ for the layer at line 11. We denote the list of top-$\kappa\%$ filters by the sequence $G_{\oplus}$ (where $G_{\oplus}$ is the prefix of $Q$ such that $|G_{\oplus}| = \lfloor \kappa |Q| \rfloor$). The algorithm then creates a set of kernels of the replacement filters that will be patched into the cloned version of $F$, where such $F$ is created at line 2 and incrementally patched on line 14 in the loop. In line 12, it identifies the dimension of each such kernel (because each filter has its own dimension). The function $\text{extract}(\cdot)$ firstly creates $K = \langle \cdot \rangle$. For each filter $g_j$ in $G_{\oplus}$, it finds the kernel $k_j$ of the filter $g_j$ from the given model $F$, and appends $k_j$ to $K$. Thus, the algorithm obtains a sequence of kernels $K = \langle k_1, \ldots, k_j, \ldots, k_{|G_{\ominus}|} \rangle$, where $k_j$ is for $g_j \in G_{\oplus}$ for all $1 \leq j \leq |G_{\oplus}|$.

In line 13, the algorithm randomly reinitializes all kernels in $K$ to create a new set of filters $G_{\oplus}$ via $\text{reinitialize}(\cdot)$, one new filter for each blamed filter in $G_{\ominus}$. Every matching pair of filters between the two sets $G_{\ominus}$ and $G_{\oplus}$ has the same position index in the layer $f_i$. The purpose of creating $G_{\oplus}$ is to prepare $F$ to process samples more like the augmented validation dataset (see below).

The algorithm then constructs a patching unit $\beta$-PU for the layer $f_i$ using the two sets of filters $G_{\oplus}$ and $G_{\ominus}$, and patches the model $F_{\oplus}$ at line 14. Subsection 3.2 has presented how a $\beta$-PU is constructed. The newly reinitialized trainable weights in $F_{\oplus}$ require retraining. The algorithm freezes all the weights in $F_{\oplus}$ via the function $\text{freeze}(\cdot)$ (line 16). Then, it unfreezes the kernel of each replacement filter in each $\beta$-PU patch into $F_{\oplus}$ via the function $\text{trainable}(\cdot)$ (line 17).
At line 18, the partially unfrozen model \( F_{\oplus} \) is trained with adversarial training [58] on both the clean and perturbed samples (i.e., over \( T_{train}^G \) and \( T_{val}^G \)) to train the kernels of the replacement filters. After this retraining, the weights in \( G_{\ominus} \) have been adjusted, and the remaining weights in \( F_{\oplus} \) are kept unchanged (i.e., same as the corresponding weights in \( F \)).

### 3.4.3 Standard accuracy recovery

We aim to reproduce the original feature maps of \( F \) on demand when predicting a sample that resembles more the original validation dataset than the augmented validation dataset. Since each \( \beta \)-PU has both original and replacement filters, this task is to configure each convolutional layer to linearly separate (for efficient computation reasons) individual cases to be processed by the original filters or by the replacement filters so that any full set of feature maps produced by \( F \) can be reproducible by \( F_{\oplus} \) when needed.

In lines 19–20, the algorithm firstly detaches all newly added filters \( G_{1\ominus} \) and all blamed filters \( G_{1\oplus} \) from the first patched convolutional layer \( f_{1\text{conv}} \) of the retrained model \( F_{\oplus} \). It then treats all the filters in each of \( G_{1\ominus} \) and \( G_{1\oplus} \) as a DL model with a single hidden layer (where the filters lie) to transform each input \( t \) into two matrices. The transformation is applied to each input in the original and augmented validation datasets \( T_{val}^G \) and \( T_{val}^G \) (line 21), producing four sets of matrices, one for each combination. Then, it fits these matrices to compute a boundary to separate the two matrices for \( T_{val}^G \) from the two matrices for \( T_{val}^G \), which we refer to it as the separation boundary \( b \). The above transformation and boundary computation are done via the function `Calibrate()` (see Subsection 3.3). After computing a separation boundary \( b \), DeepPatch inserts the patching unit \( \gamma \)-PU with the separation boundary \( b \) (line 22) into \( f_{1\text{conv}} \) of the retrained model \( F_{\ominus} \), and the original \( \beta \)-PU in the same layer has been detached at line 20. So, \( f_{1\text{conv}} \) has only one PU after line 22. The algorithm then returns the resultant \( F_{\ominus} \).

We note that DL model layers serve as a sequence of transformations, and the enabled filters must be consistent with the forward pass in the training time for the model prediction to be effective. Thus, DeepPatch organizes all the patching units in a one-master-many-slaves design style to ensure that filters are activated consistently, where the \( \gamma \)-PU serves as the master and all other patching units serve as slaves.

When the resultant model \( F_{\ominus} \) is used for inferring an input, the \( \gamma \)-PU within this model will decide whether the model uses its blamed filters to generate channels for the output feature map of the layer with \( \gamma \)-PU, and if not, it uses the original filters instead. In the program code of the patched model, the master patching unit (\( \gamma \)-PU) updates a program variable called adaptation indicator, and all patching units will read this variable and activate their respective filters consistently on processing their input feature maps.

### 3.5 Code Changes in Architecture Program

Apart from modifying the model weights \( F \) through retraining, DeepPatch modifies the model architecture by inserting code into the model architecture program (see Listing 1 for illustration).

In Listing 1, there are two sections. Lines 50–53 show a fragment of an exemplified model with a convolutional layer. To patch the model with a \( \beta \)-PU to this convolutional layer, DeepPatch locates the Conv2d instantiation (line 52) in the program script and then replaces it with the instantiation of a \( \beta \)-PU (line 53), where the original Conv2d instance is wrapped into the \( \beta \)-PU, and the second parameter (e.g., \([0, 3, \ldots]\)) is the filter indices specified for replacement filters, which is automatically generated by the DeepPatch tool. The DeepPatch tool will scan through the model architecture to locate all the convolutional layers and dynamically substitute them with \( \beta \)-PUs. The patching of the model architecture with \( \alpha \)-PU and \( \gamma \)-PU is similar, except that for \( \gamma \)-PU, it also has the code of functions (lines 31–37) to compute our quality metric value (i.e., CR value) and compare the metric value with the separation boundary \( b \).

Then, the DeepPatch tool performs the respective tasks according to different kinds of patching units. For example, in the standard accuracy recovery task, the execution flow of \( \gamma \)-PU is depicted in Section 3.2.3. In the `forward` function, the variable \( x \) and a variable representing the decision indicator are input for inference. The \( \gamma \)-PU firstly determines whether it should make a decision by itself according to the decision indicator. If so, the \( \gamma \)-PU computes the corrective rate and then compares it to the separation boundary to make a comparison with another variable representing the adaptation indicator. If not, the \( \gamma \)-PU sets the adaptation indicator to `FALSE`. The value of the adaptation indicator is read by all \( \beta \)-PUs for controlling the program execution. This design distinguishes DeepPatch from other closely related techniques, such as DeepCorrect [14], SENSEI [28], RobOT [48], and DeepRepair [19].
# Maintenance modification to the model architecture

class AlphaUnit(nn.Module):
    def __init__(self, conv_layer, indices):
        self.conv = conv_layer
        self.indices = indices

    def forward(self, x):
        out = self.conv(x)
        out[self.indices] = 0
        return out

class BetaUnit(nn.Module):
    def __init__(self, conv_layer, indices):
        self.conv = conv_layer
        self.repl = nn.Conv2d(conv_layer.in_channels, len(indices))
        self.indices = indices

    def forward(self, x, adaptation_indicator=True):
        out = self.conv(x)
        if adaptation_indicator is True:
            out[self.indices] = self.repl(x)
        return out, adaptation_indicator

class GammaUnit(nn.Module):
    def __init__(self, conv_layer, indices, b):
        self.conv = conv_layer
        self.repl = nn.Conv2d(conv_layer.in_channels, len(indices))
        self.indices = indices
        self.boundary = b

    def corrective_rate(self, f1, f2):
        # code skipped. See Section 3.3.1
        return CR

    def make_decision(self, f1, f2):
        cr = self.corrective_rate(f1, f2)
        return cr > self.boundary  # True or False

    def forward(self, x, decision_indicator=True):
        out = self.conv(x)
        if decision_indicator is True:
            counterpart = self.repl(x)
            adaptation_indicator = self.make_decision(out[self.indices], counterpart)
            if adaptation_indicator is True:
                out[self.indices] = counterpart
            else:
                adaptation_indicator = False
                return out, adaptation_indicator

class ExampleModel(nn.Module):
    def __init__(self):
        self.conv = BetaUnit(nn.Conv2d(3, 5), [0, 3, ...])  # patching example
Finally, the resultant patched model is saved into files with the help of the platform API (e.g., PyTorch). The files contain the model architecture and weights, which can be reloaded back to the program with the help of the platform API for the next usage. The patching process and the execution of all the tasks of all kinds of patching units are fully automated. DeepPatch is an end-to-end tool and is open-source [64] for reference and practical use. A prototype of DeepPatch is also integrated into the SBox4DL tool [65], which provides an easy-to-use UI and workflow automation.

4 Evaluation

4.1 Research Questions

We aim to answer the following four research questions.

- **RQ1**: How effectively does DeepPatch perform in patching DL models for effective robustness improvement with retention of the original standard accuracy?
- **RQ2**: What are the effects of different DeepPatch variants on maintaining the models?
- **RQ3**: What are the effects of using DeepPatch to improve SENSEI-generated models and using SENSEI to improve DeepPatch-generated filters?
- **RQ4**: What are the effects of the blamed ratio in robustness improvement? Does the filter prioritization strategy used in DeepPatch produce consistent effects on standard and robustness accuracy across models and across different perturbation strengths?

4.2 Experimental Setup

4.2.1 Implementation and Environment

We implemented our experiment framework in Python v3.8 and PyTorch v1.8.1 [66]. We ran the experiments on a Ubuntu 20.04 server with a 48-core 3.0GHz Xeon CPU, 256GB RAM, and a 2080Ti GPU. DeepPatch was implemented as a tool used in the framework, with the help of a public toolkit SBox4DL [65]. The CR metric was computed by matrix operations in GPU. The framework, the tool, and all code in the experiments are available at Github [64].

For each evaluation of a single technique, a general process was to first retrain the model by using the algorithm described in the technique and then evaluate the performance of the retrained model on a series of test datasets. In the retraining step, we used stochastic gradient descent (SGD) [67] as the optimizer with the parameters of the learning rate of 0.01, the momentum of 0.9, and the weight decay of $5 \times 10^{-4}$ for the training algorithm. Cosine annealing scheduler [68] with parameter $T_{\text{max}} = 200$ was applied as the learning rate scheduler. The training dataset contains both clean samples and perturbed samples, following the adversarial training process in [58]. We retrained the models with 50 epochs and ensured that the retraining caused the models to have converged.

In DeepPatch, the number used to select a certain percentage of filters for model patching was rounded down to the nearest integer in all experiments. For all techniques, if the retraining process cannot produce a model with a higher validation accuracy than the pretrained model, which means that the highest validation accuracy is achieved by the model state before retraining, then the pretrained model is produced as the retraining output.

4.2.2 Peer Techniques

We compared DeepPatch (DP) with a diverse set of peer techniques to evaluate its effectiveness. They were DeepCorrect (DC) [14], SENSEI (SS) [28], Apricot (AP) [15], DeepGini (DG) [25], and AugMix (AM) [69]. They aim at robustness improvement. The pipeline DC+FT is to serve as a baseline that improves the robustness followed by improving the standard accuracy. We also compared DeepPatch with the original Pretrained model (PT) of each benchmark.

Both DeepCorrect and SENSEI were configured to evaluate adversarial examples with diverse, both small and large, perturbation strengths in their original experiments [14, 28]. We adopted their settings of perturbation strengths and integrated all peer techniques into our framework.
DC DeepCorrect [14] was the state-of-the-art technique that modified filters for robustness improvement of Gaussian blur noise and revised architecture programs. We have revisited DeepCorrect in Section 2.2.1. DeepPatch was heavily inspired by DeepCorrect, and thus we chose to compare DeepPatch with it.

SS SENSEI [28] was the state-of-the-art fuzzing technique to select the training samples to train the model for spatial robustness. We have revisited SENSEI in Section 2.2.2. We compared DeepPatch with SENSEI to evaluate whether the design of DeepPatch can be generalized to retain the standard accuracy while handling a new type of noise (spatial robustness) beyond its original task inspired by DeepCorrect.

FT FineTune [70] is a state-of-the-practice technique to retrain a model on a dataset until convergence. The previous experiments have shown that DeepCorrect outperformed FT [14]. FT trained a model on the expanded dataset containing all the samples in the original training dataset and the augmented training dataset using the original loss function that produced the model. We included FT to explore the possibility of recovering the loss in standard accuracy introduced by DeepCorrect. We also note that SENSEI and Apricot have incorporated FT in their internal training process.

DC+FT This pipeline is DeepCorrect followed by FineTune (DC+FT). Our idea for formulating DC+FT is motivated by the close relationship between DeepCorrect and DeepPatch. In this pipeline, the output model produced by DC is further finetuned by FT on the original (clean) training dataset. We treat the pipeline as a variant of DeepCorrect so that the variant has a component for robustness improvement followed by a component for standard accuracy recovery. Using this variant in the experiment increases the alignment between DeepCorrect and DeepPatch in the experiment.

AP Apricot [15] was a state-of-the-art technique to boost the standard accuracy using a weight-adaptation approach. It created a set of submodels of an original model. It then iteratively transfers the aggregated weights of the submodels that infer samples correctly and incorrectly (through an aggregation strategy) predicted by the constructing model (where the model is first initialized with the original model). AP adopted Strategy 2 of the original Apricot paper as the aggregation strategy because this strategy was more effective than other strategies in the original experiment. We applied AP to the robustness improvement task.

DG DeepGini [25] was a metric-based state-of-the-art test case selection technique for robustness improvement. It proposed to use the Gini impurity index to evaluate each sample, rank samples in descending order of the Gini index value, and select the top k% of ranked samples based on this index for retraining. We provided the adversarial training dataset to DG for its selection to produce a retraining dataset followed by applying FT to retrain the pretrained model on this retraining dataset.

RB RobOT [48] proposed a metric called the first-order loss, which measured the Euclidean norm of a sample. It proposed a number of techniques in the paper. Among them, there were two test case selection methods, KM-ST and BE-ST. The experimental results presented in Table IV of the original RobOT paper showed that BE-ST was more effective than KM-ST. BE-ST reordered the samples in a given dataset in descending order of the first-order loss and selected an equal number of samples from both ends of the reordered list. We used the BE-ST method to stand for RB in our experiment. Like DG above, RB selected k% of the adversarial training dataset to produce a retraining dataset followed by retraining the model on this retraining dataset by FT.

AM AugMix [69] was a well-known, simple, and efficient data augmentation technique in the machine learning community to jointly improve robustness and uncertainty. AugMix introduced the Jensen-Shannon divergence consistency loss [71] as a regularization for adversarial training among augmented samples. We compared DeepPatch with AugMix to evaluate how DeepPatch compares to methods used for data augmentation in the real world.

4.2.3 Models
We aim to explore more and diverse kinds of CNN model architectures within our limited computational resources. Six publicly available and pretrained models with high test accuracy were selected from popular GitHub repositories in the experiments. ResNet32 [41] and MobileNet [72] were pretrained on CIFAR10, and VGG [73] and ShuffleNetV2 [74] were pretrained on CIFAR100. ResNet18 [41] was
pretrained on TinyImageNet, and a ResNet-like CNN model was pretrained on SVHN. Note that since CIFAR10 and CIFAR100 shared the same input dimension and image quality but with a different number of output classes, we configured more dataset and model combinations for them. All the pretrained models and their architecture programs and weights were downloaded from [75–77]. We evaluated them on their respective test datasets \((T_{test})\) to confirm the pretrained performance and find out their robustness accuracy in our experiment settings. The standard accuracy of these pretrained models matched the published benchmark values [78]. Table 2 shows the descriptive statistics of the datasets and models.

### 4.2.4 Datasets

We adopted CIFAR10 [42], CIFAR100 [79], STL10 [80], and TinyImageNet [81] datasets as our benchmark datasets. These datasets cover diverse dimensions, such as the number of classes (including 10, 100, and 200 classes), input image sizes (including 32x32, 64x64, and 96x96 pixels), and the number of samples (including 13000, 60000, and 110000 samples). To retrain such a model, the downloaded datasets are split into the training dataset, validation dataset, and test dataset, described in the following clean dataset construction subsection. To evaluate the noisy and spatial robustness accuracy, two kinds of augmented datasets are constructed, which are introduced in the noisy dataset construction subsection and spatial dataset construction subsection, respectively. These constructed datasets contained diverse samples with different levels of perturbation strength, and they were used as the augmented datasets (i.e., \(T_{train}^\circ\) and \(T_{val}^\circ\)) in Alg. 1.

(a) **Clean dataset construction.** Each benchmark dataset had an original training dataset \(T_{original}^\circ\) and a test dataset \(T_{test}\). We divided \(T_{original}^\circ\) into two parts using the \(train, test, split\) (in the Python sklearn package \(https://scikit-learn.org/\)) with a ratio 1:49 to split it into a validation dataset \(T_{val}\) and a training dataset \(T_{train}\) in our experiment. A constant seed \((s = 2022)\) was used to make the splitting consistent, and a parameter \(stratify\) was set to sample labels to make the class balanced in both split sets. The original test dataset \(T_{test}\) is used as the test dataset in our experiments.

(b) **Noisy dataset construction.** We adopted and ran the tool of DeepCorrect [14] to construct noisy datasets \(T_{train}^\circ\) with the Gaussian Blur [82] noise type from the samples in the corresponding clean datasets. The Gaussian Blur noise was implemented as an augmentor \(O_t\) used in Alg. 1. Following the original experiment in DeepCorrect [14], we configured the DeepCorrect tool with six levels of noise for perturbation with standard deviation \(\sigma\) in the set \(\Sigma = \{0.5, 1.0, 1.5, 2.0, 2.5, 3.0\}\). The kernel size \(\lambda\) in Gaussian Blur was set according to the chosen \(\sigma\) value, i.e., \(\lambda = [4 * \sigma] + 1\).

The tool generated adversarial training samples in the following dynamic manner:

\[
yield(t, blur, \Sigma) = \begin{cases} 
  t, & \text{if } \text{rand}(\{0, 1\}) = 0, \\
  \text{blur}(t, \text{rand}(\Sigma)), & \text{otherwise,}
\end{cases}
\]

where \(t\) is an input clean training sample, \(blur\) is the Gaussian Blur operation to perturb the sample, and \(\Sigma\) is the set of parameters used in \(blur\). In each training epoch when retraining a model, for each sample \(t\) in \(T_{train}\), the tool called the \(\text{yield}(\cdot)\) function to randomly decide whether \(t\) was to be perturbed. If \(t\) was chosen to be perturbed, the tool randomly picked one value from the set \(\Sigma\) and applied the perturbation operation with this value as the perturbation strength on \(t\) to generate a perturbed sample \(\bar{t}\) and used \(\bar{t}\) for retraining in the current epoch. Note that in different epochs, the yielded training samples may not be identical due to the dynamic manner, which is a typical practice of adversarial training [38] and is widely used in many robustness improvement works [28, 48].

The tool generated adversarial samples for validation and testing in a static manner. For each combination of \(t \in T_{test}\) and \(\sigma \in \Sigma\), it applied the perturbation operation with the \(\sigma\) value as the

---

**Table 2: Descriptive Statistics on Datasets and Models**

<table>
<thead>
<tr>
<th>Index</th>
<th>Dataset</th>
<th>Model</th>
<th>#Conv</th>
<th>#Filters</th>
<th>#Params</th>
<th>std(%)</th>
<th>nRob(%)</th>
<th>sRob(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CIFAR10</td>
<td>ResNet32</td>
<td>33</td>
<td>1232</td>
<td>466,906</td>
<td>93.53</td>
<td>42.29</td>
<td>38.95</td>
</tr>
<tr>
<td>2</td>
<td>CIFAR10</td>
<td>MobileNetV2</td>
<td>52</td>
<td>9272</td>
<td>700,490</td>
<td>93.12</td>
<td>42.33</td>
<td>37.85</td>
</tr>
<tr>
<td>3</td>
<td>CIFAR100</td>
<td>VGG13</td>
<td>10</td>
<td>2944</td>
<td>9,987,492</td>
<td>74.63</td>
<td>27.14</td>
<td>18.91</td>
</tr>
<tr>
<td>4</td>
<td>CIFAR100</td>
<td>ShuffleNetV2</td>
<td>56</td>
<td>8090</td>
<td>1,356,104</td>
<td>72.63</td>
<td>27.11</td>
<td>17.69</td>
</tr>
<tr>
<td>5</td>
<td>STL10</td>
<td>Res-CNN</td>
<td>6</td>
<td>864</td>
<td>1,129,650</td>
<td>77.58</td>
<td>48.06</td>
<td>32.58</td>
</tr>
<tr>
<td>6</td>
<td>TinyImageNet</td>
<td>ResNet18</td>
<td>20</td>
<td>4800</td>
<td>11,271,496</td>
<td>72.72</td>
<td>30.63</td>
<td>61.46</td>
</tr>
</tbody>
</table>

* Conv, Filters, and Params denotes all Filters in Convolutional layers with trainable Parameters, respectively. std for standard accuracy, nRob for noisy robustness accuracy, sRob for spatial robustness accuracy, and joint for joint accuracy.
perturbation strength on $t$ to generate a perturbed sample $\bar{t}$ and place $\bar{t}$ into the set $T^{\bar{t}}_{\text{test}}$. The set $T^{\bar{t}}_{\text{test}} = \bigcup_{t \in \mathbb{E}} T^{\bar{t}}_{\text{test}} \cup T_{\text{test}}$ was constructed as the noisy test dataset. The same procedure for constructing the noisy validation dataset $T^{\bar{t}}_{\text{val}}$ followed the construction process of $T^{\bar{t}}_{\text{test}}$ except that the tool used $T^{\bar{t}}_{\text{val}}$ instead of $T_{\text{test}}$ as its input, and $T^{\bar{t}}_{\text{val}}$ does not contain samples in $T_{\text{val}}$. Note that there was only one fixed $T_{\text{val}}$ with the size six folds to the size of $T_{\text{val}}$ for the whole training process.

(c) Spatial dataset construction. We first ported the SENSEI tool [83] to our platform owing to the difference in the underlying platforms. The original SENSEI tool chose a perturbation bound $\tau$ for each translation operation. For instance, the rotation translation in SNESEI for an image sample $(i, \tau)$ followed the construction process of $T^\tau$ except that the tool used $T_{\text{test}}$ instead of $T_{\text{test}}$ as its input, and $T_{\text{val}}$ does not contain samples in $T_{\text{val}}$. Note that there was only one fixed $T_{\text{val}}$ with the size six folds to the size of $T_{\text{val}}$ for the whole training process.

We then created the GenRobust tool from the SENSEI tool according to the description presented in Section 2.2.1. In brief, the GenRobust tool was the same as the SENSEI tool except that it randomly generated exactly one perturbed sample from a given sample with a perturbation strength falling within the original perturbation range. The tool was also used as an augmentor to generate dynamically generated different perturbation subranges for all translation operations in the GenRoust tool. These five perturbation subranges were $[-\omega_i \tau, -\omega_{i-1} \tau) \cup (\omega_{i-1} \tau, \omega_i \tau]$ for $\omega_i \in \{1/5, 2/5, 3/5, 4/5\}$ (where $\omega_0 = 0$). For each $\omega_i$, we configured the GenRobust tool to replace the original perturbation range with the corresponding perturbation subranges for all translation operations. We then ran the GenRobust tool with the original test dataset $T^\tau_{\text{test}}$ as input to produce a spatial test dataset for that perturbation subrange, i.e., one spatial test dataset $T^\omega_{\text{test}}$ for one $\omega$ value.

We ran the GenRobust tool to construct a spatial training dataset $T^\omega_{\text{train}}$, a spatial validation dataset $T^\omega_{\text{val}}$, and a spatial test dataset $T^\omega_{\text{test}}$ from the training, validation, and test datasets of each benchmark (i.e., $T_{\text{train}}, T_{\text{val}}, T_{\text{test}}$), respectively. Similar to the noisy datasets, $T^\omega_{\text{train}}$ dynamically generated different training samples at each training epoch, and $T^\omega_{\text{val}}$ and $T^\omega_{\text{test}}$ were fixed in a static manner for the overall spatial robustness validation and evaluation.

To measure the spatial robustness accuracy of a retrained model, we created a series of spatial test datasets with different levels of perturbation strengths. We specified the same five perturbation subranges for all translation operations in the GenRoust tool. These five perturbation subranges were $[-\omega_i \tau, -\omega_{i-1} \tau) \cup (\omega_{i-1} \tau, \omega_i \tau]$ for $\omega_i \in \{1/5, 2/5, 3/5, 4/5\}$ (where $\omega_0 = 0$). For each $\omega_i$, we configured the GenRobust tool to replace the original perturbation range with the corresponding perturbation subranges of all translation operations. We then ran the GenRobust tool with the original test dataset $T^\tau_{\text{test}}$ as input to produce a spatial test dataset for that perturbation subrange, i.e., one spatial test dataset $T^\omega_{\text{test}}$ for one $\omega$ value.

(d) Retraining datasets in peer techniques. Although all the configured techniques take the adversarial training dataset ($T^\omega_{\text{train}}$ or $T^\omega_{\text{train}}$) as input, we noted that SENSEI, RobOT, DeepGini, and AugMix set up their own variants of training datasets. For brevity, we captured the main difference here and invited readers to refer to their papers for the full details.

SENSEI [28] implemented a genetic algorithm as the search strategy in its fuzzing component to search for representative training samples. We have reviewed SENSEI in Section 2. SENSEI initialized 10 chromosomes for each training sample to start its search process (where the value 10 for its hyperparameter of chromosome population size was the best result in the original SENSEI experiment [28]). Among all the perturbed samples of each sample, SENSEI selected the one with the largest loss value as the representative sample for this training sample and used the representative sample to train the model in that epoch.

RobOT [48] and DeepGini [25] in our experiment need their own metrics to evaluate the training samples in $T^\omega_{\text{train}}$ and $T^\omega_{\text{train}}$ based on the ongoing training process in each epoch. Both of them prioritized the training samples by their individual metrics and then selected 10% (the best experiment setting in their papers) of samples for training on that epoch. We note that across different epochs, the selected training samples may be different from the last epoch as the model state was changed during the training process.

AugMix [69] included seven kinds of augmentation for training samples in its modified training dataset. During the training process, it used the Jensen-Shannon divergence consistency loss [71] as a regularization in the loss function.

4.2.5 Accuracy evaluation

We measured the performance of the retrained $F$ by each technique on each (clean and noisy/spatial) test dataset to evaluate its standard or robustness accuracy. In Tables 3 to 7, we refer to the accuracy
on $T_{test}$ and the accuracy on each of $T^*_{test}$ and $T^*_{test}$ as the standard accuracy (std), the noisy robustness accuracy (nRob), and the spatial robustness accuracy (sRob), respectively. We also refer to the sum of the standard and robustness accuracy as the joint accuracy (joint). For individual levels of perturbation strength, we denote the accuracy on $T^*_{test}$ by $\text{blur}_\sigma$ for each $\sigma \in \Sigma$ and the accuracy on $T^*_{test}$ by $\text{spat}_\omega$ for each $\omega \in \Omega$. We also refer to them as the robustness accuracy at $\text{blur}_\sigma$ and $\text{spat}_\omega$, respectively.

The **standard accuracy** of a model on $T_{test}$ is defined as the proportion of samples in $T_{test}$ predicted as the ground truth of the sample by the model. Similarly, the **robustness accuracy** of a model on each robustness dataset is defined as the proportion of samples in the dataset predicted as the ground truth of the sample by the model. The **joint accuracy** is the sum of the standard accuracy on $T_{test}$ and the robustness accuracy on the spatial test dataset $T^*_{test}$. We note that the experiment adopted the measure of the robustness accuracy for spatial robustness commonly used in the literature [12, 84].

### 4.2.6 Procedures

We conducted six experiments to evaluate DeepPatch for answering the research questions.

(a) **To Answer RQ1.** As presented in the previous sections, a core design goal of DeepPatch is to retain the standard accuracy while improving robustness. To answer RQ1, we designed two experiments: Experiment 1 and Experiment 2. They compared the full version of DeepPatch (with $\gamma$-PU activating) to all the peer techniques on their ability to robustness improvement and standard accuracy retention at the same time.

#### Experiment 1

In this experiment, we compared the following techniques on the Gaussian Blur noise robustness. We measured the accuracy of the models produced by each technique on the clean test dataset $T_{test}$ and each noisy test dataset ($T^*_{test}$ and $T^*_{test}$). In the sequel, we present the procedure of each technique.

- **PT** We used the pretrained model $F$ in each benchmark as the model under maintenance, which were downloaded and not pretrained by us.
- **DP-$\gamma$** We input the pretrained model, blamed ratio, the pair of noisy training and validation datasets ($T^*_{train}$ and $T^*_{val}$), and the validation dataset $T_{val}$ to our DeepPatch tool (Alg. 1) to generate a patched model. The blamed ratio $\kappa$ was set to 25 by following the setting of DeepCorrect.
- **DC** We used the DeepCorrect tool to produce a patched model inserted with the correction units. The correction units were trained with $T^*_{train}$ and $T^*_{val}$, using the same method to train the replacement filters of DP-$\gamma$. The percentage of corrected filters in their paper [14] was set to 25%, meaningfully the same as the blamed ratio, so we also denoted it by $\kappa$. DeepCorrect got its best results by setting $\kappa = 75$ in their experiments. We thus repeated the experiment on DeepCorrect with $\kappa = 75$.
- **DC+FT** We created the pipeline DC+FT, which further finetuned the model produced by DeepCorrect with $\kappa = 75\%$ on the training dataset $T_{train}$ and validating on $T_{val}$ with FineTune to serve as a simple baseline for standard accuracy recovery built on top of DeepCorrect.
- **AP** We ported the Apricot tool into our framework to produce the retrained model. We ran the Apricot tool with the noisy training dataset $T^*_{train}$ and the noisy validation dataset $T^*_{val}$ as the input in its original algorithm. Since Apricot included generating 20 submodels for each pretrained model and repeatedly adapting their weights followed by finetuning, which consumed huge time, we cut off the execution after 24 hours and used the generated model with the highest noisy validation accuracy as its resultant model.
- **DG** We created an adversarial training script and inserted the test case selection method of DeepGini into the process of feeding training samples to the model.
- **RB** Similar to DG, we also created an adversarial training script for RB and implemented the test case selection method of RobOT.
- **AM** AugMix (AM) has its tool available, and they implemented the code to generate their own datasets for their adversarial training steps. We added the gaussian blurring operation as
one of the augmentations in the tools. We input the training and validation datasets (i.e., \( T_{\text{train}} \) and \( T_{\text{val}} \)) to produce a resultant model.

### Experiment 2

In this experiment, we compare the following techniques by evaluating on the clean test dataset \( T_{\text{test}} \) and each spatial test dataset (\( T^{\omega}_{\text{test}} \) and \( T^{*}_{\text{test}} \)).

- **PT** Like Experiment 1, we used the pretrained model \( F \) in each benchmark as the model under maintenance.

- **DP-\( \gamma \)** We repeated the procedure of DP-\( \gamma \) in Experiment 1 but using the spatial training dataset \( T^{*}_{\text{train}} \) and the validation dataset \( T^{*}_{\text{val}} \) to replace \( T_{\text{train}} \) and \( T_{\text{val}} \), respectively.

- **SS** SENSEI provided its tool implemented on Tensorflow. Due to the difference in the underlying platform, we ported it into our framework. We ran the SENSEI tool to produce an improved model, input with the training dataset \( T_{\text{train}} \) and validation dataset \( T_{\text{val}} \) as the tool was already configured with its fuzzing component to perturb samples.

- **DG, RB** We repeated the procedure of DG and RB in Experiment 1, respectively, but configured with the spatial training dataset \( T^{*}_{\text{train}} \) and spatial validation dataset \( T^{*}_{\text{val}} \) instead.

- **AM** We ran the original tool of AugMix input with the training and validation datasets (i.e., \( T_{\text{train}} \) and \( T_{\text{val}} \)) to produce a resultant model.

### Experiment 3

This experiment performed an ablation study on DP-\( \gamma \) and evaluated for the standard accuracy and both noisy robustness and spatial robustness perspectives.

- **DP-\( \gamma \)** We adopted the patched models generated by DeepPatch in Experiment 1 and Experiment 2.

- **DP-\( \beta \)** We configured the DeepPatch tool by ablating the standard recovery task. More specifically, lines 19 to 22 of Alg. 1 were excluded and not executed. We repeated the procedures for DeepPatch in Experiment 1 and Experiment 2 but used this modified DeepPatch tool instead of the original DeepPatch tool.

- **DP-fb** Echoing Section 3.2.3, making the decision indicator \( d \) in the \( \gamma \)-PU to False can fall back our patched model to the behavior of the pretrained model \( F \). For each patched model generated in the DP-\( \gamma \) section above, we also cloned a copy of the patched model and forced the decision indicator \( d \) in the cloned copy to be always False (see line 39 of Listing 1 for illustration) to produce a model with the fallback option enabled.

### Experiment 4

This experiment evaluated to what extent DeepPatch can be benefited from SENSEI or be adversely affected by the latter. It also demonstrated how to configure possible pipelines of the two techniques. Since SENSEI was expected to reduce the standard accuracy of a retrained model it

(b) **To Answer RQ2.** To answer RQ2, we conducted an ablation study on DeepPatch. We created two variants from DP-\( \gamma \).

1. We removed the \( \gamma \)-PU from DP-\( \gamma \) to produce the variant DP-\( \beta \). This DeepPatch variant represented DeepPatch without applying the standard recovery task. The comparison between DP-\( \beta \) and DP-\( \gamma \) also shows the effect of the separation boundary.

2. We removed the decision indicator to disable the adaptation behavior of DP-\( \gamma \). We referred to the latter variant as the fallback option of DeepPatch (DP-fb). It was a patched model fully patched by DeepPatch but without activating the \( \gamma \)-PU in the patched model. Thus, DP-fb had the same model architecture and weight parameters as the patched model produced by DeepPatch (full algorithm), including all added filters and added logic, but they were not activated in any forward pass by forcing the decision indicator (see Section 3.2.3) to FALSE in making all decisions.

   We compared them to better demonstrate the effects of \( \beta \)-PU and \( \gamma \)-PU in the patched models.

(c) **To Answer RQ3.** Experiment 4 evaluated to what extent DeepPatch can be benefited from SENSEI or be adversely affected by the latter. It also demonstrated how to configure possible pipelines of the two techniques. Since SENSEI was expected to reduce the standard accuracy of a retrained model it
produced, our aim was to evaluate different pipelines of SENSEI and DeepPatch for the feasibility of retaining the standard accuracy of the pretrained models and reaching the level of robustness improvement of DeepPatch when DeepPatch was applied in a standalone manner.

We combined SENSEI and DeepPatch to create two pipelines to evaluate DeepPatch further. The SS+DP pipeline explored whether an improved model by SENSEI could boost its standard accuracy by training it further with DeepPatch using the clean dataset. More specifically, the filters in the model produced by SENSEI were trained on the spatial dataset, and the replacement filters added by DeepPatch were trained on the clean dataset. As such, the replacement filters and the filters originated from the model produced by SENSEI aim for processing samples more similar to the spatial validation dataset and the clean validation dataset, respectively. This pipeline represented an alternate use case of DeepPatch, which used the ability of replacement filters and dynamic decisions on filter activations in patching units to boost the standard accuracy.

The DP+SS pipeline explored whether a patched model by DeepPatch could improve its robustness by retraining the replacement filters of the patched models by the training dataset dynamically generated by SENSEI. The fuzzing component of SENSEI can generate valuable test cases for robustness improvement. The pipeline represents a use case of DeepPatch to integrate it with an adversarial test data generation technique.

**Experiment 4**

This experiment studied the effect of combining DeepPatch and SENSEI in a pipeline and evaluated the standard accuracy and the spatial robustness accuracy of the generated models.

- **PT** We adopted the pretrained models of each benchmark.
- **SS** We adopted the models generated by SENSEI in Experiment 2.
- **SS+DP** The SS+DP pipeline was to apply the DeepPatch tool with $T_{train}$ and $T_{val}$ and the model produced by SS as inputs. We repeated Experiment 2 for DeepPatch but used the model output by SS instead of the pretrained model.
- **DP+SS** The DP+SS pipeline applies the SENSEI’s fuzzing-based data augmentation technique in DeepPatch’s Alg. 1. More specifically, it accepts the pretrained model $F$, $\kappa = 25$, and the clean validation dataset and the spatial validation dataset as input. Instead of applying the adversarial training dataset generated by the original Alg. 1, the pipeline applies the SENSEI tool in line 18, in which, at each retraining epoch, the SENSEI tool generates its adversarial training dataset and retrain the replacement filters already unfrozen at line 17 of Alg. 1 for adversarial training.

(d) **To Answer RQ4.** DeepPatch was deeply inspired by DeepCorrect. Both techniques included a filter assessment task. They needed to specify a priority list of filters and select the top $\kappa\%$ filters from the list. To answer RQ4, we studied two aspects of DeepPatch related to this design.

The first aspect was whether it was worth selecting a subset of the filters for robustness improvement. To make the study general, we used a random selection of filters so that the results could be applied to both DeepPatch and DeepCorrect as a baseline. Experiment 5 evaluated the impact of the key parameter of this aspect, which was the blame ratio.

DeepPatch and DeepCorrect used their own filter assessment tasks to prioritize filters before their remaining robustness improvement (and standard accuracy retention) activities. Suppose that such a prioritized list was divided into a consecutive sequence of sections of equal size. The common underlying assumption of their filter assessment tasks was that the filters appearing in the first section of their prioritized lists should be preferable to the filters in later sections for achieving high overall robustness improvement after retaining these filters. Thus, the second aspect was whether this assumption could be consistently observed across the benchmarks. Experiment 6 validated this assumption. It evaluated whether the filters with top priority consistently achieved higher robustness accuracy than the filters with bottom priority.
Experiment 5

This experiment evaluated whether selecting a small set of filters could be beneficial.

We first set up a list of possible values to serve as the blamed ratio. We chose $\kappa \in \{15, 25, 35, 45, 55, 65, 75, 85, 95, 100\}$. We also modified the DeepPatch algorithm (Alg. 1) as follows. We changed line 11 to randomly select $\kappa\%$ of the filters of every convolutional layer irrespective of the accuracy difference computed in line 9. We also deleted the lines from line 19 to line 22. We then implemented the changes into our DeepPatch tool. For each possible $\kappa$ value in the above list, we repeated the procedure for DeepPatch in Experiment 1 except that we ran the modified DeepPatch tool instead of the original DeepPatch tool and used the $\kappa$ value in question instead of the fixed value of 25%.

Experiment 6

This experiment evaluated the filter assessment task in DeepPatch against the underlying assumption of filters with top priority in the model under maintenance are preferably selected over other filters. We measured the differences $d_1$ and $d_2$ in each noisy test accuracy by subtracting the accuracy of two models produced by DP and the two produced by DC, respectively. The sign of $d_1$ and $d_2$ across all noisy test datasets measured the consistency of filter assessment.

$\text{DP-\alpha}$ We ran Alg. 1 with lines 1–11 and $\kappa = 25$ on each pretrained model, which assessed filters using the noisy dataset $T_{\text{val}}$, to get the top $\kappa\%$ filters in the prioritized queue $Q$. We then made the kernels of these filters in the pretrained model trainable and all other weights frozen and applied adversarial training using each noisy training dataset and the validation dataset to produce a retrained model.

$\text{DP-\alpha}$ We repeated the above experiment except using the bottom 25% filters in the prioritized queue $Q$ instead of the top 25% filters of $Q$.

$\text{DC}$ We got the prioritized queue $Q'$ of filters using DeepCorrect’s algorithm (Alg. 1 in [14]) on each pretrained model and the noisy validation dataset and selected the top 25% filters from the queue $Q'$. Like what we described in the section on $\text{DP-\alpha}$, we made the kernels of these filters in the pretrained model trainable and all other weights frozen and applied the same adversarial training using each noisy training dataset and the validation dataset.

$\text{DC}$ We repeated the experiment described in the section on $\text{DC}$ except that we selected the bottom 25% filters from the queue $Q'$ instead of the top 25%.

4.3 Results and Data Analysis

4.3.1 Standard Accuracy Retention with Robustness Improvement

In this section, we compare DeepPatch with peer techniques to study how well the techniques can retain the standard accuracy with a boost in robustness compared to the pretrained models. Tables 3 and 4 summarize the experimental results for Experiment 1 and Experiment 2, respectively. The results of the techniques that maintain the standard accuracy within 1% absolute difference to Pratrained and that achieve the robustness accuracy within 5% relative difference to the highest are highlighted.

Descriptive Statistics of Pretrained (PT). In Table 3, across all six models, when the perturbation level increases from blur0.5 to blur3.0, the trend of the pretrained models (PT) is that the robustness accuracy drops by half from blur0.5 to blur1.0 and then another half from blur1.0 to blur1.5. Afterward, the future drop is relatively moderate. It reconciles an intuition that when the perturbation of samples increases, a DL model is harder and harder to recognize the perturbed samples correctly. Similarly, in Table 4, across the perturbation levels from small to large (i.e., from spat1/5 to spat5/5), PT experiences a significant drop in spatial robustness accuracy. For instance, the relative losses, computed as $1 - \frac{\text{spat5/5}}{\text{spat1/5}}$, are 32.9%, 32.5%, 45.9%, 44.6%, 22.5%, and 31.2%.

For case 6 in Table 4, after conducting the experiment, we realize that the downloaded pretrained model [77] is already robust against the spatial noise and quite accurate because the pretrained model is originally transferred from the ImageNet weights. (Readers may know that the ImageNet model is...
Table 3: Results (%) of standard accuracy and noisy robustness

<table>
<thead>
<tr>
<th>Index</th>
<th>Tech</th>
<th>(\gamma)</th>
<th>#Params</th>
<th>std</th>
<th>blur0.5</th>
<th>blur1.0</th>
<th>blur1.5</th>
<th>blur2.0</th>
<th>blur2.5</th>
<th>blur3.0</th>
<th>nRob</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT</td>
<td>/</td>
<td>0.466M</td>
<td>93.53</td>
<td>91.40</td>
<td>40.53</td>
<td>21.73</td>
<td>17.60</td>
<td>16.09</td>
<td>15.18</td>
<td>42.29</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>25%</td>
<td>0.543M</td>
<td>66.64</td>
<td>57.08</td>
<td>54.83</td>
<td>53.11</td>
<td>51.95</td>
<td>49.26</td>
<td>47.28</td>
<td>52.87</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>75%</td>
<td>1.138M</td>
<td>69.15</td>
<td>68.82</td>
<td>66.30</td>
<td>63.86</td>
<td>60.92</td>
<td>57.33</td>
<td>54.83</td>
<td>63.10</td>
<td></td>
</tr>
<tr>
<td>DC+PT</td>
<td>75%</td>
<td>1.138M</td>
<td>78.71</td>
<td>76.80</td>
<td>47.87</td>
<td>32.92</td>
<td>26.24</td>
<td>21.39</td>
<td>18.43</td>
<td>43.22</td>
<td></td>
</tr>
<tr>
<td>AP</td>
<td>/</td>
<td>0.466M</td>
<td>93.20</td>
<td>89.24</td>
<td>39.36</td>
<td>17.83</td>
<td>16.02</td>
<td>15.19</td>
<td>14.75</td>
<td>39.37</td>
<td></td>
</tr>
<tr>
<td>RB</td>
<td>/</td>
<td>0.466M</td>
<td>85.66</td>
<td>85.19</td>
<td>81.39</td>
<td>77.01</td>
<td>72.58</td>
<td>67.96</td>
<td>61.76</td>
<td>75.93</td>
<td></td>
</tr>
<tr>
<td>DG</td>
<td>/</td>
<td>0.466M</td>
<td>86.01</td>
<td>85.05</td>
<td>80.81</td>
<td>75.47</td>
<td>69.86</td>
<td>63.96</td>
<td>57.63</td>
<td>74.11</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>/</td>
<td>0.466M</td>
<td>91.63</td>
<td>91.29</td>
<td>84.89</td>
<td>65.12</td>
<td>43.11</td>
<td>23.75</td>
<td>24.94</td>
<td>61.28</td>
<td></td>
</tr>
<tr>
<td>DP-(\gamma)</td>
<td>25%</td>
<td>0.583M</td>
<td>93.53</td>
<td>91.40</td>
<td>61.46</td>
<td>76.40</td>
<td>73.73</td>
<td>68.32</td>
<td>63.13</td>
<td>74.90</td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td>/</td>
<td>0.700M</td>
<td>93.12</td>
<td>90.80</td>
<td>37.82</td>
<td>22.38</td>
<td>18.77</td>
<td>17.18</td>
<td>16.26</td>
<td>42.34</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>25%</td>
<td>4.229M</td>
<td>70.71</td>
<td>69.80</td>
<td>67.34</td>
<td>64.83</td>
<td>61.11</td>
<td>57.33</td>
<td>53.69</td>
<td>63.55</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>75%</td>
<td>3.582M</td>
<td>61.24</td>
<td>60.98</td>
<td>59.42</td>
<td>57.11</td>
<td>54.95</td>
<td>52.15</td>
<td>48.56</td>
<td>56.34</td>
<td></td>
</tr>
<tr>
<td>DC+PT</td>
<td>75%</td>
<td>3.582M</td>
<td>77.55</td>
<td>73.25</td>
<td>44.17</td>
<td>31.52</td>
<td>27.16</td>
<td>24.74</td>
<td>23.60</td>
<td>43.14</td>
<td></td>
</tr>
<tr>
<td>AP</td>
<td>/</td>
<td>0.700M</td>
<td>92.39</td>
<td>88.56</td>
<td>31.15</td>
<td>20.15</td>
<td>17.38</td>
<td>15.93</td>
<td>15.57</td>
<td>40.16</td>
<td></td>
</tr>
<tr>
<td>RB</td>
<td>/</td>
<td>0.700M</td>
<td>85.89</td>
<td>85.77</td>
<td>81.69</td>
<td>77.03</td>
<td>72.61</td>
<td>67.27</td>
<td>62.24</td>
<td>76.01</td>
<td></td>
</tr>
<tr>
<td>DG</td>
<td>/</td>
<td>0.700M</td>
<td>84.28</td>
<td>83.92</td>
<td>78.91</td>
<td>72.95</td>
<td>66.49</td>
<td>61.04</td>
<td>55.51</td>
<td>71.87</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>/</td>
<td>0.700M</td>
<td>91.46</td>
<td>91.10</td>
<td>84.65</td>
<td>65.78</td>
<td>44.05</td>
<td>30.94</td>
<td>24.40</td>
<td>61.77</td>
<td></td>
</tr>
<tr>
<td>DP-(\gamma)</td>
<td>25%</td>
<td>0.850M</td>
<td>93.05</td>
<td>90.24</td>
<td>73.61</td>
<td>68.95</td>
<td>69.34</td>
<td>65.69</td>
<td>61.85</td>
<td>76.03</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Results (%) of standard accuracy and noisy robustness.

Overall Results of DeepPatch. From Table 3 and Table 4, overall speaking, DeepPatch equipped with the \(\gamma\)-PU outperforms the peer techniques significantly, and the peer techniques either lose the standard accuracy greatly or can not achieve large robustness improvement.

DeepPatch attains almost the same standard accuracy as Pretrained. The margins of the absolute difference between Pretrained and DeepPatch on the noisy robustness task (Table 3) and the spatial

trained on tens of millions of training samples with spatial data augmentation, and the TinyImageNet model comes with a fraction of the dataset used in producing the ImageNet model.)

Overall Results of DeepPatch. From Table 3 and Table 4, overall speaking, DeepPatch equipped with the \(\gamma\)-PU outperforms the peer techniques significantly, and the peer techniques either lose the standard accuracy greatly or can not achieve large robustness improvement.
robustness task (Table 4) are 0.00–0.82 and 0.00–0.51, respectively, which are small.

From the noisy robustness improvement results (the nRob column) of Table 2, DeepPatch boosts the robustness over Pretrained by a large extent, ranging from 36.28% to 106.56%. Moreover, DeepPatch achieves the largest improvements among the peer techniques in all cases except for case 1 with a very small margin of 1.03% to the highest.

From Table 4, in cases 1 to 5, in terms of the overall spatial robustness improvement (the sRob column), DeepPatch also achieves significant improvements over Pretrained from 67.52% to 130.37%. The spatial robustness improvements made by DeepPatch are competitive with the peer techniques in the experiment.

The last column of Table 4 further shows the joint accuracy that illustrates the overall effects of standard accuracy retention and overall robustness improvement. Recall that the joint accuracy is the sum of the standard accuracy (the std column) and the spatial robustness accuracy (the sRob column). Compared with Pretrained, DeepPatch improves joint accuracy in all cases. The main reason is that DeepPatch retains the standard accuracy of Pretrained, and any improvement in robustness contributes to the difference in joint accuracy between DeepPatch and Pretrained.

In case 6, attributed to the TinyImage model originally being resilient to the spatial noise, DeepPatch can only improve this pretrained model to a small extent using the perturbation strengths specified by the SENSEI tool. In the section on threats to validity, we further discuss this issue and report the finding on DeepPatch by using training samples with spatial noise of greater perturbation strengths. In brief, DeepPatch can improve the robustness by 5.99%.

Like Pretrained, DeepPatch also experiences a drop when the perturbation increases. However, we observe that its drop between two consecutive perturbation levels is significantly more gentle than Pretrained in both Table 3 and Table 4. We have investigated the underlying reasons. In Table 3, we find that the models produced by DeepPatch used the original filters instead of the replacement filters to process almost all samples in the blur0.5 dataset. The ratio of samples processed by the replacement filters rapidly increases from blur0.5 to blur3.0. In Table 4, DeepPatch has a similar trend in that it tends to use original filters to process samples in the std dataset, and the ratio of samples processed by replacement filters generally increases from spat1/5 to spat5/5.

The number of parameters can be an indicator of the efficiency of the model inference. The fourth column (the #Params column) in Table 3 shows the number of parameters of the model produced by each technique on the noisy robustness improvement task. For the spatial robustness improvement task, the number of parameters of the patched models produced by DeepPatch is the same as those listed in Table 3, as the same blamed ratio is used in patching to the same model architecture. The other techniques (excluding DeepPatch and DeepCorrect) generate models with the same size as the pretrained models for both tasks. To avoid overloading readers with repetitive information, we do not show the #Param column in Table 4.

In Table 3, the patched models produced by DeepPatch contain slightly more parameters (in ratio) compared to the pretrained models. The sizes of these models are significantly smaller than the models produced by DeepCorrect. Other techniques do not alter the model architecture. The model sizes of their generated models are the same as the pretrained models.

The following sections present the individual comparison between DeepPatch and each peer technique. To better demonstrate the significance of DeepPatch, we collected all accuracy values in columns from blur0.5 to blur3.0 and from spat1/5 to spat1/5, if appropriate, for each technique to form a list, and conducted the Wilcoxon Signed Rank Test [85] (paired test for short) on a pair of lists with Bonferroni correction at the 5% significance level.

Comparison with DeepCorrect: Table 3 shows the results of Experiment 1 for DeepCorrect (DC) with κ = 25, DeepCorrect with κ = 75, and DeepCorrect followed by FT (DC+FT).

Across all models from top to bottom in Table 3, in standard accuracy, DeepPatch is significantly higher than both variants of DeepCorrect by at least 24.38%, 22.34%, 32.35%, 36.01%, 22.84%, and 36.58%, respectively. The results show that DeepCorrect’s strategy of filter repair to process adversarial examples significantly compromises the generalization of the models to process clean samples. As expected, having a stage of standard accuracy recovery, DC+FT can improve the standard accuracy on top of DeepCorrect. However, this pipeline still has a clear and large gap (with margins of 14.48%, 15.5%, 19.84%, 29.31%, 20.61%, and 35.62%) to reach the standard accuracy level attained by DeepPatch across the six models. The difference in the effects of DeepPatch over DeepCorrect on retaining the standard accuracy is large. We believe that the relatively large loss in standard accuracy makes the models produced by DC challenging to replace the pretrained models for use.

Columns 6 to 12 of Table 3 show the noisy robustness accuracy at each perturbation level and
the overall noisy robustness accuracy. Across the robustness accuracy on all perturbation levels (i.e., blur0.5 to blur3.0), DeepPatch outperforms each variant of DeepCorrect (all three variants) in all 36 cases (100%). Moreover, at the same value of $\kappa$ (i.e., 25), on all models except case 2, the robustness accuracy of DeepPatch at blur3.0 is higher than that of DeepCorrect at blur0.5. (Note that the noise added to the samples at blur3.0 is six folds of blur0.5.). In the remaining case (i.e., case 2), the robustness accuracy of DeepPatch at blur3.0 is 11.39% ($= 1 - 61.85/69.80$) lower than that of DeepCorrect at blur0.5, but the standard accuracy of DeepPatch is 31.59% ($= 93.05/70.71 - 1$) higher. The result shows a significantly higher effectiveness of DeepPatch in accurately inferring samples at different perturbation strengths than DeepCorrect.

From the table, the general trend is that DeepCorrect with $\kappa = 75$ outperforms DeepCorrect with $\kappa = 25$, which is consistent with the result presented in the original paper of DeepCorrect [14]. Across theblur0.5 to blur3.0 datasets on the six models, there are 36 cases in total. DeepCorrect with $\kappa = 75$ outperforms DeepCorrect with $\kappa = 25$ in 27 cases (75%). By conducting the paired test between DeepPatch and DeepCorrect with $\kappa = 25$ and between DeepPatch and DeepCorrect with $\kappa = 75$, both tests show that the respective two results are significantly different at the 5% significance level.

DeepCorrect with $\kappa = 75$ inserts two folds more correction units than DeepCorrect with $\kappa = 25$ to the same pretrained model in each case. Yet, from Table 3 and on the datasets from blur0.5 to blur3.0, adding 300% correction units brings small effects in making the generated model consistently infer noisy samples significantly more accurately. Observe that, at a relatively large perturbation level (blur2.0 to blur3.0), the drop in robustness accuracy of DeepCorrect with $\kappa = 75$ is smaller than that with $\kappa = 25$. It shows the merit of using more correction units in the models generated by DeepCorrect to process noisy examples with higher perturbation strengths. However, as indicated by the last column of Table 3, DeepCorrect with $\kappa = 75$ is only marginally more effective than DeepCorrect with $\kappa = 25$ in improving the overall robustness accuracy.

We have studied the difference between the models generated by DeepCorrect and DeepPatch and found that the feature map concatenation method of DeepCorrect results in channel disorder with respect to the original order of the channels in the pretrained models, which contributes to the difference in results. (Note that DL models tend to have strong connections between weights and neurons in the corresponding positions established through a training process.) Suppose a convolutional layer $f$ contains two filters $\{g_1, g_2\}$, and filter $g_1$ is blamed for the robustness drop. DeepCorrect constructs $G_{\oplus} = \{g_1\}$ which is a newly added filter appended with a correction unit, and the other filter not to be corrected is kept in $G_{\ominus} = \{g_2\}$. Thus, DeepCorrect has to modify the output of the layer $f$ (even if the original filters work better for some cases), which becomes the concatenation of $G_{\ominus}(x)$ and $G_{\oplus}(x)$, i.e., $f' = [G_{\ominus}(x) \oplus G_{\oplus}(x)] = (g_2(x), g_1(x))$. DeepPatch maintains the existing order of filters with the enforcement of position alignment in its algorithm. It constructs a set of filters for patching $\tilde{G}_{\otimes} = \{g_{1,p=1}\}$ and a set of filters without any patching $G_{\ominus} = \{g_{2,p=2}\}$. The output of $\beta$-PU is the sequence of channels, i.e., $P(x) = (g_{1,p=1}(x), g_{2,p=2}(x))$, in the same sorting order as the channels in the output of the original layer $f$.

On average, relative to the pretrained models, DeepCorrect with $\kappa = 25$ and 75 introduces 123.75% and 1104.16% new parameters, and DeepPatch introduces an average of 20.62% new parameters. DeepPatch can achieve both higher standard accuracy and higher robustness accuracy than DeepCorrect by introducing significantly fewer new parameters.

The overall comparison result between DeepPatch and DeepCorrect is that DeepPatch is more effective than DeepCorrect in the retention of standard accuracy and improvement in robustness accuracy with the generation of smaller models.

Comparison with SENSEI: We compare DeepPatch to SENSEI by comparing DP-$\gamma$ to SS in Table 4.

SENSEI suffers from a severe loss in standard accuracy, where the drops in standard accuracy for cases 1 to 6 are 32.44%, 64.89%, 27.14%, 45.59%, 27.88%, and 6.60%, respectively. On average, the loss incurred by SENSEI is 34.09%.

The result shows that the strategy of SENSEI to optimize a pretrained model with respect to the perturbed samples with the largest loss is less successful in making the resultant models retain the standard accuracy. In view of the current results on standard accuracy retention, the resultant models produced by SENSEI may not be practical to replace the pretrained models to process the original kinds of samples predicted well by the pretrained models.

In terms of the overall spatial robustness improvement (the sRob column), like DeepPatch, SENSEI outperforms Pretrained to a large extent in cases 1 to 5 and can only improve the pretrained model in case 6 to a small extent.
<table>
<thead>
<tr>
<th>Index</th>
<th>Tech</th>
<th>std</th>
<th>spat1/5</th>
<th>spat2/5</th>
<th>spat3/5</th>
<th>spat4/5</th>
<th>spat5/5</th>
<th>sRob joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>PT</td>
<td>93.53</td>
<td>47.94</td>
<td>43.58</td>
<td>38.55</td>
<td>34.95</td>
<td>32.15</td>
<td>39.81</td>
<td>133.34</td>
</tr>
<tr>
<td>SS</td>
<td>91.37</td>
<td>69.96</td>
<td>68.74</td>
<td>68.14</td>
<td>66.62</td>
<td>64.03</td>
<td>66.32</td>
<td>127.41</td>
</tr>
<tr>
<td>AP</td>
<td>93.13</td>
<td>47.25</td>
<td>42.68</td>
<td>37.62</td>
<td>34.19</td>
<td>31.53</td>
<td>38.91</td>
<td>132.04</td>
</tr>
<tr>
<td>RB</td>
<td>91.12</td>
<td>51.92</td>
<td>48.11</td>
<td>44.67</td>
<td>40.49</td>
<td>36.90</td>
<td>43.93</td>
<td>135.05</td>
</tr>
<tr>
<td>DG</td>
<td>91.12</td>
<td>47.25</td>
<td>42.68</td>
<td>37.62</td>
<td>34.19</td>
<td>31.53</td>
<td>38.91</td>
<td>135.05</td>
</tr>
<tr>
<td>AM</td>
<td>91.12</td>
<td>51.92</td>
<td>48.11</td>
<td>44.67</td>
<td>40.49</td>
<td>36.90</td>
<td>43.93</td>
<td>135.05</td>
</tr>
<tr>
<td>DP-γ</td>
<td>91.12</td>
<td>47.25</td>
<td>42.68</td>
<td>37.62</td>
<td>34.19</td>
<td>31.53</td>
<td>38.91</td>
<td>135.05</td>
</tr>
</tbody>
</table>

If we look at the robustness improvement alone, the improvement made by DeepPatch is smaller than that of SENSEI in five out of the six cases. However, this counting method does not tell the whole story. In view of the very low standard accuracy of these models produced by SENSEI, we cannot conclude that SENSEI outperforms DeepPatch in robustness improvement.

SENSEI generates samples with the largest losses among the respective candidates in each training epoch and trains the current model state on these samples. We have studied these training samples. We find that more than 90% of these training samples belong to the spat5/5 dataset. This also explains why SENSEI outperforms Pretrained by more than 10% on the spat5/5 dataset in case (6).

Both DeepPatch and SENSEI produced significantly more moderate relative losses from spat1/5 to spat5/5 than Pretrained, where the relative losses for DeepPatch are 12.0%, 10.35%, 15.1%, 13.2%, 10.35%.
14.5%, and 29.2%, and these for SENSEI are 8.5%, 7.7%, 8.6%, 6.5%, 8.6%, and 8.5%, respectively. Moreover, in absolute terms, their respective improvements over Pretrained are large. Across the board, SENSEI generally produces a larger positive effect on robustness improvement at each perturbation level than DeepPatch. Since the models output by DeepPatch can retain the standard accuracy, the result shows that SENSEI leans the retained models toward (seriously) forgetting how to accurately infer clean samples to gain the ability of higher robustness improvement.

Taking the spatial dataset series spat\(1/5\) to spat\(5/5\) as a whole, the paired test shows that the two techniques have a significant difference in robustness improvement at the 5% significant level. However, we observe that the difference in robustness accuracy between DeepPatch and SENSEI are all within 6%, which is relatively small since the differences between each of them and Pretrained are 25% or more. We tend to believe that the tradeoff between standard accuracy and robustness improvement made by DeepPatch is significantly more viable than SENSEI.

DeepPatch outperforms SENSEI in joint accuracy by 25.75%, 71.44%, 22.59%, 55.67%, 26.27%, and 4.08% with an average of 34.30% in all six cases (1 to 6), respectively. The difference is large. SENSEI only gets higher joint accuracy than Pretrained in one case (3.67% in 3). In the remaining five cases, SENSEI loses its competitiveness by 5.93%, 37.73%, 17.13%, 2.88%, and 4.67%, respectively.

**Comparison with Apricot:** We first note that in case 5 of Table 4, Apricot cannot produce any model with higher spatial validation accuracy than the pretrained model in each retraining epoch. Thus, it restores the parameters of the constructing model to the original parameters of the pretrained model. We have repeated the experiment on Apricot a few times to confirm this observation. To better show the effects of a technique, we exclude this case in comparison.

In the aspect of standard accuracy retention, Apricot only suffers small losses from 0.63% to 0.91% for the noisy robustness improvement task and from 0.22% to 1.35% for the spatial robustness improvement task. Both DeepPatch and Apricot attain high standard accuracy compared with the pretrained models.

For the results of robustness accuracy on the blur\(0.5\) to blur\(3.0\) datasets and the spat\(1/5\) to spat\(5/5\) datasets, there are 61 robustness accuracy values. DeepPatch achieves larger robustness improvements than Apricot in 60 cases (98.36%). The paired test result shows that there is a significant difference in robustness accuracy between DeepPatch and Apricot at the 5% significant level.

In the aspect of overall robustness improvement (sRob and rRob columns), the robustness accuracy achieved by Apricot is not higher than that of the corresponding pretrained models except case 5 in Table 3 with a small margin of 0.14%. DeepPatch outperforms Apricot significantly in this aspect.

Although Apricot retains the standard accuracy of the pretrained models, the reduction in robustness accuracy compared to the pretrained models consistently observed on all robustness test datasets is not a merit. DeepPatch is significantly more effective than Apricot when both aspects are considered.

**Comparison with RobOT and DeepGini:** Similar to the note on Apricot above, in case 6 of Table 4, both RobOT and DeepGini cannot produce a model with higher spatial validation accuracy in each retraining epoch. So, their outputs are just the same as the pretrained models. Similar to the discussion on Apricot, we exclude the comparison case 6 when discussing the aspect of spatial robustness accuracy.

In Table 3, RobOT and DeepGini lose quite heavily the standard accuracy for the noisy robustness improvement task. From cases 1 to 6, RobOT results in standard accuracy losses with 7.87%, 7.23%, 8.96%, 9.77%, 7.13%, and 13.46%, respectively. Similarly, DeepGini produces losses of 7.52%, 8.84%, 10.35%, 12.94%, 7.81%, and 12.24%, respectively. The two techniques incur more severe losses in standard accuracy on the spatial robustness improvement task (Table 4) than Pretrained. RobOT loses 30.89%, 25.08%, 46.71%, 61.33%, and 30.36%, respectively, in cases 1 to 5. DeepGini performs even worse than RobOT, and the losses are 49.28%, 37.76%, 47.77%, 61.57%, and 43.06%, respectively. The two techniques cannot retain the standard accuracy. All these results are also significantly lower than the result of DeepPatch on standard accuracy.

In a closer look at the datasets for individual perturbation strengths, among the columns for blur\(0.5\) to blur\(3.0\) and spat\(1/5\) to spat\(5/5\) for the benchmarks 1 to 5 in the two tables, DeepPatch achieves larger robustness improvements in 33 over 61 cases (54.09%) than RobOT, and in 57 over 61 cases (93.44%) than DeepGini. Across the board, DeepPatch is more effective than DeepGini at all perturbation strengths, and outperforms RobOT at more perturbation strengths. The paired test shows that there are significant differences between DeepPatch and DeepGini and between DeepPatch and RobOT at the 5% significance level.

For the overall robustness improvement, in the nRob column of Table 3 and in the sRob column of Table 4, RobOT consistently achieves higher robustness accuracy than DeepGini except that for case 6 in Table 3, DeepGini outperforms RobOT by 0.42% only. To reduce the repeated comparisons, we
report the comparison of DeepPatch with the better one of the two techniques. Over the 11 cases in two tables, DeepPatch achieves higher performance in 7 cases (63.63%). In those cases where RobOT or DeepGini performs better than DeepPatch, we also observe that the absolute accuracy differences in the nRob and sRob columns are significantly smaller than that in the std column. For instance, in case 1 of Table 3, the standard accuracy of RobOT is 7.87% lower than that of DeepPatch, and the difference in noisy robustness accuracy is only 1.03%.

The overall effect of standard accuracy retention with robustness improvement can be revealed by the joint accuracy (shown in the joint column in Table 4). DeepPatch significantly outperforms both RobOT and DeepGini by at least 20.07%, 17.92%, 71.97%, 120.10%, and 121.77% in cases 1 to 5, respectively.

Even though these two techniques achieve higher robustness accuracy than DeepPatch in some cases, such great losses in standard accuracy cannot be ignored in replacing the pretrained models to be used in practice.

Comparison with AugMix: Same to the reason in the note on Apricot, in cases 5 and 6 of Table 4, AugMix also can only output the pretrained model to serve as its improved model. We thus also do not count these two cases in the following discussion.

In Table 3 and Table 4, AugMix slightly reduces the standard accuracy of the pretrained models. AugMix suffers 0.43%–4.01% with an average of 1.92% loss and 0.25%–6.70% with an average 2.86% loss in standard accuracy, respectively. AugMix in both tables sometimes fails to achieve the goal of standard accuracy retention.

In robustness improvement on individual perturbation strengths, from the columns for blur0.5 to blur3.0 and spat1/5 to spat5/5 (11 columns in total), there are 56 entries for each technique. DeepPatch outperforms AugMix in 45 out of these 56 entries (80.35%). At a closer look, DeepPatch consistently achieves higher robustness accuracy than AugMix on the spatial robustness improvement task in cases 1 to 4. In terms of the noisy robustness improvement task, AugMix tends to have larger improvements on relatively small perturbation strengths (blur0.5 and blur1.0) than DeepPatch but fails to perform well on larger perturbation strengths (from blur1.5 to blur3.0). As a result, the standard accuracy of AugMix is not affected much and only suffers a slight deduction. The paired test result shows that these DeepPatch and AugMix have a significant difference at the 5% significance level.

In Table 3, AugMix experiences a quick drop in the noisy robustness accuracy when the perturbation strengths increase. For instance, from blur0.5 to blur1.0, the noisy robustness accuracy achieved by AugMix is within 15% of the standard accuracy of the pretrained models. Then, the robustness accuracy drops to nearly half of the standard accuracy when the perturbation strengths grow stronger to blur1.5 and then blur2.0. The robustness accuracy drops even more on blur2.5 and then blur3.0. Compared to AugMix, DeepPatch has a more moderate and smoother trend on noisy robustness accuracy. Its robustness accuracy on the blur3.0 dataset is still competitive with that achieved by AugMix on the blur1.5 dataset.

Moreover, in terms of the overall noisy robustness accuracy (the nRob column in Table 3), DeepPatch outperforms AugMix by 22.23%, 22.89%, 30.92%, 25.87%, 7.11%, and 35.28%, respectively, which are significant. Similarly, from Table 4 on the overall spatial robustness accuracy (the sRob column), AugMix also has significantly poorer performances than DeepPatch for cases 1 to 4. AugMix achieves only half of the spatial robustness accuracy of DeepPatch in these four cases.

Answering RQ1 (Standard Accuracy Retention with Robustness Improvement). DeepPatch significantly outperforms the peer techniques in retaining the standard accuracy of pretrained models with significantly higher joint accuracy. The relatively low standard accuracy of DeepCorrect, SENSEI, RobOT, and DeepGini posts a serious question mark on their eligibility as a replacement option for pretrained models. Apricot and AugMix retain high standard accuracy but the effect of robustness improvement is significantly worse than DeepPatch.

4.3.2 Albation Study on the Effects of DeepPatch Variants

Tables 5 and 6 summarize the standard and robustness accuracy achieved by the variants of DeepPatch in Experiment 2 and Experiment 3, respectively. Columns of Tables 5 and 6 can be interpreted similar to Tables 3 and 4, respectively.

DeepPatch with the fallback option (DP-fb) makes the patched models behave like the pretrained models. The results in all columns of both tables validate this behavior of DP-fb. We have also analyzed the output of DP-fb on each sample in all training, validation, and test datasets (for both clean samples and adversarial examples) and confirmed that it is the same as the output of the corresponding pretrained
Table 5: Results (%) of DeepPatch variants on standard accuracy and noisy robustness

<table>
<thead>
<tr>
<th>Index</th>
<th>Tech</th>
<th>std</th>
<th>blur0.5</th>
<th>blur1.0</th>
<th>blur1.5</th>
<th>blur2.0</th>
<th>blur2.5</th>
<th>blur3.0</th>
<th>nRob</th>
<th>joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>①</td>
<td>DP-β</td>
<td>90.00</td>
<td>89.85</td>
<td>85.30</td>
<td>79.34</td>
<td>73.73</td>
<td>68.32</td>
<td>63.13</td>
<td>77.52</td>
<td>167.52</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>93.53</td>
<td>91.40</td>
<td>61.46</td>
<td>76.40</td>
<td>69.34</td>
<td>65.69</td>
<td>61.85</td>
<td>76.03</td>
<td>169.08</td>
</tr>
<tr>
<td>②</td>
<td>DP-β</td>
<td>88.65</td>
<td>88.92</td>
<td>84.13</td>
<td>77.48</td>
<td>72.17</td>
<td>66.97</td>
<td>61.85</td>
<td>76.03</td>
<td>169.08</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>93.05</td>
<td>90.24</td>
<td>53.61</td>
<td>68.95</td>
<td>63.69</td>
<td>60.85</td>
<td>61.85</td>
<td>76.03</td>
<td>169.08</td>
</tr>
<tr>
<td>③</td>
<td>DP-β</td>
<td>68.13</td>
<td>67.81</td>
<td>61.93</td>
<td>55.36</td>
<td>50.08</td>
<td>44.20</td>
<td>38.37</td>
<td>42.29</td>
<td>135.82</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>74.63</td>
<td>69.64</td>
<td>43.60</td>
<td>45.36</td>
<td>50.08</td>
<td>44.20</td>
<td>38.37</td>
<td>53.69</td>
<td>128.32</td>
</tr>
<tr>
<td>④</td>
<td>DP-β</td>
<td>68.34</td>
<td>67.13</td>
<td>61.90</td>
<td>56.59</td>
<td>52.28</td>
<td>47.05</td>
<td>41.49</td>
<td>56.03</td>
<td>128.27</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>72.27</td>
<td>67.34</td>
<td>53.92</td>
<td>54.33</td>
<td>52.19</td>
<td>47.05</td>
<td>41.49</td>
<td>56.03</td>
<td>128.27</td>
</tr>
<tr>
<td>⑤</td>
<td>DP-β</td>
<td>73.29</td>
<td>72.88</td>
<td>68.13</td>
<td>64.49</td>
<td>61.46</td>
<td>54.69</td>
<td>47.05</td>
<td>56.03</td>
<td>128.27</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>76.76</td>
<td>73.48</td>
<td>68.13</td>
<td>64.49</td>
<td>61.46</td>
<td>54.69</td>
<td>47.05</td>
<td>56.03</td>
<td>128.27</td>
</tr>
<tr>
<td>⑥</td>
<td>DP-β</td>
<td>66.88</td>
<td>66.10</td>
<td>60.60</td>
<td>55.54</td>
<td>50.21</td>
<td>44.20</td>
<td>38.37</td>
<td>42.29</td>
<td>135.82</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>72.72</td>
<td>65.87</td>
<td>60.60</td>
<td>55.54</td>
<td>50.21</td>
<td>44.20</td>
<td>38.37</td>
<td>53.69</td>
<td>128.32</td>
</tr>
</tbody>
</table>

std = standard accuracy, nRob = noisy robustness accuracy, and blurX = accuracy of Gaussian noise with σ = X.

Table 6: Results (%) of DeepPatch variants on standard accuracy and spatial robustness

<table>
<thead>
<tr>
<th>Index</th>
<th>Tech</th>
<th>std</th>
<th>spat1/5</th>
<th>spat2/5</th>
<th>spat3/5</th>
<th>spat4/5</th>
<th>spat5/5</th>
<th>sRob</th>
<th>joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>①</td>
<td>DP-β</td>
<td>54.94</td>
<td>71.16</td>
<td>75.90</td>
<td>74.00</td>
<td>72.00</td>
<td>69.29</td>
<td>73.48</td>
<td>128.42</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>93.53</td>
<td>72.08</td>
<td>70.27</td>
<td>67.85</td>
<td>65.79</td>
<td>63.38</td>
<td>66.69</td>
<td>160.22</td>
</tr>
<tr>
<td>②</td>
<td>DP-β</td>
<td>53.84</td>
<td>72.84</td>
<td>71.85</td>
<td>70.30</td>
<td>68.29</td>
<td>65.37</td>
<td>69.08</td>
<td>132.34</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>93.12</td>
<td>72.46</td>
<td>71.50</td>
<td>69.95</td>
<td>67.85</td>
<td>64.96</td>
<td>69.08</td>
<td>162.20</td>
</tr>
<tr>
<td>③</td>
<td>DP-β</td>
<td>23.89</td>
<td>52.33</td>
<td>50.91</td>
<td>49.25</td>
<td>47.98</td>
<td>47.98</td>
<td>47.98</td>
<td>71.87</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>74.63</td>
<td>50.62</td>
<td>49.00</td>
<td>47.79</td>
<td>45.58</td>
<td>42.97</td>
<td>45.66</td>
<td>120.29</td>
</tr>
<tr>
<td>④</td>
<td>DP-β</td>
<td>13.58</td>
<td>47.39</td>
<td>46.90</td>
<td>45.33</td>
<td>43.61</td>
<td>41.53</td>
<td>44.30</td>
<td>57.88</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>72.63</td>
<td>46.29</td>
<td>45.56</td>
<td>44.00</td>
<td>42.35</td>
<td>40.16</td>
<td>43.10</td>
<td>115.73</td>
</tr>
<tr>
<td>⑤</td>
<td>DP-β</td>
<td>46.03</td>
<td>61.67</td>
<td>60.71</td>
<td>58.68</td>
<td>56.18</td>
<td>52.68</td>
<td>57.93</td>
<td>103.96</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>77.58</td>
<td>61.55</td>
<td>60.59</td>
<td>58.62</td>
<td>56.12</td>
<td>52.68</td>
<td>57.88</td>
<td>135.46</td>
</tr>
<tr>
<td>⑥</td>
<td>DP-β</td>
<td>67.38</td>
<td>66.78</td>
<td>65.72</td>
<td>64.22</td>
<td>62.76</td>
<td>61.12</td>
<td>64.89</td>
<td>132.27</td>
</tr>
<tr>
<td></td>
<td>DP-γ</td>
<td>72.21</td>
<td>68.78</td>
<td>64.28</td>
<td>58.76</td>
<td>53.66</td>
<td>48.70</td>
<td>62.59</td>
<td>134.80</td>
</tr>
</tbody>
</table>

std = standard accuracy, sRob = spatial robustness accuracy, and spatX/5 = spatial robustness within X/5 spatial ranges.

In Table 5, when the perturbation is relatively large, DP-γ and DP-β are identical in noisy robustness accuracy. We have also verified that their outputs are the same. The results indicate that all samples are handled by the replacement filters in both DeepPatch variants. We observe that from cases ① to ⑥, the boundaries of completing using the replacement filters for prediction are between blur1.5 and blur2.0, between blur2.5 and blur3.0, between blur1.5 and blur2.0, between blur2.0 and blur2.5, between blur0.5 and blur1.0, and between blur0.5 and blur1.0, respectively. The result indicates that the separation boundary lies around the first sharp drop observed in the trend of the performance of the pretrained models. In Table 6, we observe that the boundary of start using the replacement filters for prediction...
is between the clean level and the first perturbation level (std to spat\(^5\)). Up to the perturbation level of spat\(^5\) (which is the maximum perturbation strength used in the original experiment in [28]), the robustness accuracy of DP-\(\gamma\) is still lower than that of DP-\(\beta\). We have analyzed the data and confirm that the replacement filters are activated in some but not all cases for the samples in spat\(^5\) and the proportions are increasingly larger from spat\(^1\) to spat\(^5\). The result indicates that when the perturbation level of a sample is relatively large, DeepPatch tends to guide its patched models to use the replacement filters to process samples. When the perturbation level of a sample is smaller (e.g., from blur\(1.0\) to blur\(2.0\) in Table 5 and from perturbation close to std in Table 6), the robustness accuracy of DP-\(\gamma\) is between the robustness accuracy of DP-\(\beta\) and DP-flb. It indicates that replacement filters and their original filter counterparts are both involved in processing different samples falling within this range of perturbation levels.

Like SENSEI, DP-\(\beta\) succeeds in improving the robustness but cannot retain the standard accuracy (i.e., with some obvious loss in standard accuracy), which makes DP-\(\beta\) with obvious undesirable limitations to be used in practice on these models. DP-\(\beta\) improves the robustness of a pretrained model by training the replacement filters with adversarial examples and using these replacement filters for handling all examples.

Compared to SENSEI in Table 4, DP-\(\beta\) achieves higher robustness accuracy than SENSEI in cases 1, 2, and 5 but trades off more standard accuracy, and SENSEI outperforms DP-\(\beta\) in cases 3 and 4. Their overall effects on robustness improvement are close to each other.

Furthermore, by further patching the models produced by DP-\(\beta\) with \(\gamma\)-PU, the loss in standard accuracy introduced by \(\beta\)-PU is significantly diminished. Across the two tables, the losses in standard accuracy incurred by DP-\(\beta\) are 3.5\%–59.1\% with an average of 21.04\%, and the introduction of \(\gamma\)-PU closes the gap (with a loss of 0\%–0.82\% only), achieving the retention of standard accuracy. Furthermore, DP-\(\gamma\) improves the joint accuracy of cases 1 to 6 of DP-\(\beta\) on the spatial noise type with 31.80\%, 38.91\%, 48.42\%, 57.85\%, 30.30\%, and 2.53\%, respectively.

**Answering RQ2 (Ablation Study on DeepPatch).** DeepPatch with \(\beta\)-PU achieves higher robustness than DeepPatch with \(\gamma\)-PU, but its standard accuracy’s weakness makes the resultant models unsuitable to replace the pretrained models in general. DeepPatch with \(\gamma\)-PU significantly reduces the drawback of \(\beta\)-PU on poor standard accuracy and recovers the standard accuracy back to the level achieved by the pretrained models. It also shows a significant robustness improvement on the latter on the spatial robustness task. DeepPatch with the fallback option behaves like the pretrained models in accuracy.

### 4.3.3 Improving DeepPatch with the data augmentation of SENSEI

Fig. 3 summarizes the result of Experiment 4 on the pipelines of SS+DP and DP+SS. We recall that the role of DeepPatch in SS+DP is to use the replacement filters to boost the standard accuracy of the model produced by SENSEI; whereas its role in DP+SS is to generate a model with \(\beta\)- and \(\gamma\)-PUs and let SENSEI retrain the replacement filters in the DeepPatch generated model to improve the robustness. (We could not have a similar pipeline for DeepPatch and DeepCorrect because their changed filter sets conflict.)

In Fig. 3, the \(x\)-axis is a series of techniques, which, from left to right, are Pretrained, SENSEI, SS+DP, and DP+SS. The \(y\)-axis is the joint accuracy (with both standard and spatial robustness accuracy shown).

The SS+DP pipeline generally improves over SENSEI in joint accuracy by a large margin. In particular, we observe that the standard accuracy of SS+DP is significantly higher. However, from the figure, across all cases, the standard accuracy of SS+DP is lower than Pretrained. They are all lower than DP-\(\gamma\) in Table 3 in standard and joint accuracy, making them slightly inferior choices compared to DP-\(\gamma\). However, the difference is marginal. It shows that SS+DP can be a viable pipeline.

The DP+SS pipeline achieves the same level of standard accuracy as DeepPatch and obtains higher robustness and joint accuracy than all DeepPatch variants in Table 6. Moreover, in case 2, the standard accuracy of DP+SS is slightly higher than DP-\(\gamma\). This pipeline also outperforms the SS+DP pipeline. Specifically, the standard accuracy of DP+SS for 1 to 6 are 93.53\%, 93.12\%, 74.63\%, 72.63\%, 77.58\%, and 72.21\%, respectively, and the corresponding robustness accuracy values are 68.41\%, 70.83\%, 46.16\%, 44.22\%, 57.20\%, and 63.01\%, respectively. The difference in robustness accuracy between DP-\(\gamma\) in Table 6 and DP+SS also shows the effect of using the stronger adversarial examples produced by SENSEI to train replacement filters is positive. Although case 6 in Fig. 3 has a smaller improvement compared with the pretrained model under this experimental setting, the effect of applying such a pipeline is consistent.
Answering RQ3 (Effective Pipelines): DP+SS and SS+DP are effective pipelines, and DP+SS is superior to SS+DP in terms of both standard and robustness accuracy. Their performances are close to DP-\(\gamma\). DP+SS is the most effective method among the experiment settings of SENSEI and DP pipelines and variants.

4.3.4 Blamed ratio

Fig. 4 shows the result of Experiment 5. One plot is for one case (1–6). The x-axis shows the \(\kappa\) varying from 15% to 100%, and the y-axis shows the corresponding robustness accuracy of the retrained models.

Across the six plots, as expected, the robustness accuracy of all retrained models was improved over the pretrained models (see Table 2). However, we observe that merely retraining more filters cannot achieve higher robustness accuracy than retraining fewer filters. Starting from \(\kappa = 15\), as \(\kappa\) increases, the accuracy increases and then drops gradually. Generally, the highest performance happens on the relatively small.

4.3.5 Selective Filters Effects

Table 7 summarizes the accuracy achieved by DeepPatch with \(\alpha\)-PU using top-25% filters (\(\text{DP}-\alpha\)) and using the bottom-25% filters (\(\text{DP}-\alpha\)) as well as DeepCorrect using the top-25% filters (\(\text{DC}\)) and using the bottom-25% filters (\(\text{DC}\)). The differences in test accuracy for the pair of DP-\(\alpha\) and \(\text{DP}-\alpha\) and for the pair of DC and \(\text{DC}\) are also shown. A positive difference means that the filter assessment task in the corresponding technique aligns with the underlying assumption. A positive and larger one between the two differences is highlighted in each column for each model-dataset combination. We examine the

Figure 3: Comparison of joint standard and robustness performance of DeepPatch enhancement

with (1) to (5). DP+SS demonstrates another effective pipeline.
consistency among the signs of differences within each technique in all six cases (cases 1 to 6) as a whole.

Among the 48 cases for the same technique, DP-α achieves 46 cases of positive difference (95.8%), but DC only has 21 cases (43.8%). The difference in percentage between DP-α and DC is 52%, indicating that DeepPatch’s filter assessment task is more like to be consistent in ranking the filters for robustness improvement resulting in higher robustness improvement. The paired test result shows that these two techniques have a significant difference at the 5% significance level.

We next examine the rows showing the differences between the corresponding “top” and “bottom” rows. Among the 48 cases, DP-α achieves a larger difference in 46 cases than DC (95.8%) with an average difference of 4.25 in accuracy. For the remaining two cases, the differences in case 4 are more than 10% in both standard and robustness accuracy. On the other hand, there is almost no difference between DeepCorrect and DeepCorrect.

Randomly picking filters subject to robustness improvement may accidentally pick less effective filters, such as these represented by DeepCorrect in cases 2 and 3, which are undesirable. A made-up round of random selection may not necessarily result in better robustness improvement. On the other hand, DeepCorrect likely produces a more consistent and good result that aligns with the assumption of using the filter in the top section of a prioritized list generated by the DeepPatch filter assessment task is better. Comparing the accuracy in Table 7 with the pretrained models in Table 3, the drop in standard accuracy is still a problem, further justifying the need to use the full DeepPatch algorithm to patch models.

Answering RQ4 (Hyperparameter): The blamed ratio affects the robustness improvement to some extent, and in general, a small blamed ratio is preferable for high robustness improvement. DeepPatch can consistently find out effective filters for robustness improvement, outperforming DeepCorrect on selective filters from two angles of positive effects and larger margins.

4.4 Threats to Validity

The robustness improvement challenges come from adversarial training with large perturbed samples that harm the standard accuracy. Recently, there have been techniques to add adversarial training to standard training [38, 43]. In the experiment on CIFAR10 reported in the DAWNBench paper [43], on PreAct ResNet18, FGSM + DAWNBench [43] achieved 86.05% in standard accuracy, “Free” [38] 85.96%, “Free” + DAWNBench 78.38%, PGD-7 [35] 87.30%, and PGD-7 + DAWNBench 82.46%, all
Table 7: Results (%) of performance difference of retraining on noisy data with two sides selections

<table>
<thead>
<tr>
<th>Index</th>
<th>Tech</th>
<th>Side</th>
<th>std</th>
<th>blur0.5</th>
<th>blur1.0</th>
<th>blur1.5</th>
<th>blur2.0</th>
<th>blur2.5</th>
<th>blur3.0</th>
<th>nRob</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>top</td>
<td>89.01</td>
<td>88.86</td>
<td>83.71</td>
<td>77.35</td>
<td>71.41</td>
<td>65.59</td>
<td>60.26</td>
<td>76.59</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>89.13</td>
<td>88.86</td>
<td>84.67</td>
<td>83.70</td>
<td>72.71</td>
<td>66.41</td>
<td>60.29</td>
<td>77.51</td>
<td>76.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>90.20</td>
<td>89.27</td>
<td>84.29</td>
<td>78.24</td>
<td>72.12</td>
<td>66.97</td>
<td>61.50</td>
<td>77.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>-1.12</td>
<td>-1.25</td>
<td>-0.96</td>
<td>-0.95</td>
<td>-1.30</td>
<td>-0.82</td>
<td>-0.03</td>
<td>-0.92</td>
</tr>
<tr>
<td></td>
<td>DP-α</td>
<td>top</td>
<td>89.40</td>
<td>89.27</td>
<td>84.29</td>
<td>78.24</td>
<td>72.12</td>
<td>66.97</td>
<td>61.50</td>
<td>77.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>89.40</td>
<td>89.27</td>
<td>84.29</td>
<td>78.24</td>
<td>72.12</td>
<td>66.97</td>
<td>61.50</td>
<td>77.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>0.80</td>
<td>1.03</td>
<td>1.21</td>
<td>1.35</td>
<td>1.45</td>
<td>0.73</td>
<td>-0.09</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>top</td>
<td>88.26</td>
<td>88.01</td>
<td>83.96</td>
<td>78.66</td>
<td>72.84</td>
<td>68.39</td>
<td>62.73</td>
<td>77.55</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>89.60</td>
<td>89.35</td>
<td>84.44</td>
<td>78.15</td>
<td>71.99</td>
<td>67.04</td>
<td>61.36</td>
<td>77.42</td>
<td>77.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>89.40</td>
<td>89.20</td>
<td>84.64</td>
<td>78.01</td>
<td>72.27</td>
<td>68.17</td>
<td>63.01</td>
<td>78.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>-0.80</td>
<td>-1.03</td>
<td>-1.04</td>
<td>-1.06</td>
<td>-1.25</td>
<td>0.73</td>
<td>0.09</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>DP-α</td>
<td>top</td>
<td>68.32</td>
<td>67.84</td>
<td>60.98</td>
<td>54.19</td>
<td>47.93</td>
<td>43.74</td>
<td>36.77</td>
<td>54.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>69.00</td>
<td>68.45</td>
<td>60.68</td>
<td>53.39</td>
<td>47.55</td>
<td>43.46</td>
<td>37.14</td>
<td>54.10</td>
<td>54.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>68.83</td>
<td>68.04</td>
<td>61.21</td>
<td>54.17</td>
<td>48.44</td>
<td>42.99</td>
<td>36.90</td>
<td>53.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>0.51</td>
<td>0.13</td>
<td>-0.30</td>
<td>0.45</td>
<td>0.13</td>
<td>0.90</td>
<td>0.18</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>top</td>
<td>68.32</td>
<td>67.91</td>
<td>60.70</td>
<td>53.72</td>
<td>47.41</td>
<td>41.90</td>
<td>36.72</td>
<td>53.81</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>68.32</td>
<td>67.91</td>
<td>60.70</td>
<td>53.72</td>
<td>47.41</td>
<td>41.90</td>
<td>36.72</td>
<td>53.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>68.32</td>
<td>67.91</td>
<td>60.70</td>
<td>53.72</td>
<td>47.41</td>
<td>41.90</td>
<td>36.72</td>
<td>53.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>0.51</td>
<td>0.13</td>
<td>-0.30</td>
<td>0.45</td>
<td>0.13</td>
<td>0.90</td>
<td>0.18</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>DP-α</td>
<td>top</td>
<td>72.56</td>
<td>72.00</td>
<td>68.22</td>
<td>65.08</td>
<td>62.51</td>
<td>60.10</td>
<td>57.40</td>
<td>65.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>73.85</td>
<td>73.16</td>
<td>69.05</td>
<td>65.83</td>
<td>63.17</td>
<td>60.70</td>
<td>58.36</td>
<td>66.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>73.85</td>
<td>73.16</td>
<td>69.05</td>
<td>65.83</td>
<td>63.17</td>
<td>60.70</td>
<td>58.36</td>
<td>66.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>-1.29</td>
<td>-1.16</td>
<td>-0.83</td>
<td>-0.75</td>
<td>-0.66</td>
<td>-0.60</td>
<td>-0.96</td>
<td>-0.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>top</td>
<td>72.56</td>
<td>72.00</td>
<td>68.22</td>
<td>65.08</td>
<td>62.51</td>
<td>60.10</td>
<td>57.40</td>
<td>65.41</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>73.85</td>
<td>73.16</td>
<td>69.05</td>
<td>65.83</td>
<td>63.17</td>
<td>60.70</td>
<td>58.36</td>
<td>66.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>73.85</td>
<td>73.16</td>
<td>69.05</td>
<td>65.83</td>
<td>63.17</td>
<td>60.70</td>
<td>58.36</td>
<td>66.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>-1.29</td>
<td>-1.16</td>
<td>-0.83</td>
<td>-0.75</td>
<td>-0.66</td>
<td>-0.60</td>
<td>-0.96</td>
<td>-0.89</td>
</tr>
<tr>
<td></td>
<td>DP-α</td>
<td>top</td>
<td>65.81</td>
<td>65.00</td>
<td>59.88</td>
<td>55.31</td>
<td>49.84</td>
<td>44.61</td>
<td>38.23</td>
<td>54.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66.39</td>
<td>64.86</td>
<td>60.11</td>
<td>54.88</td>
<td>49.51</td>
<td>44.12</td>
<td>37.79</td>
<td>53.95</td>
<td>53.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>66.39</td>
<td>64.86</td>
<td>60.11</td>
<td>54.88</td>
<td>49.51</td>
<td>44.12</td>
<td>37.79</td>
<td>53.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>-0.58</td>
<td>-0.14</td>
<td>-0.23</td>
<td>0.34</td>
<td>0.33</td>
<td>0.49</td>
<td>0.44</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>top</td>
<td>65.81</td>
<td>65.00</td>
<td>59.88</td>
<td>55.31</td>
<td>49.84</td>
<td>44.61</td>
<td>38.23</td>
<td>54.09</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>66.86</td>
<td>65.67</td>
<td>60.93</td>
<td>55.18</td>
<td>50.15</td>
<td>44.99</td>
<td>38.82</td>
<td>54.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>66.86</td>
<td>65.67</td>
<td>60.93</td>
<td>55.18</td>
<td>50.15</td>
<td>44.99</td>
<td>38.82</td>
<td>54.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>difference</td>
<td>2.19</td>
<td>2.10</td>
<td>1.66</td>
<td>1.09</td>
<td>1.17</td>
<td>0.52</td>
<td>0.97</td>
<td>1.82</td>
</tr>
</tbody>
</table>

std = standard accuracy, nRob = noisy robustness accuracy, and blurX = the accuracy of Gaussian noise with σ = X.

with the target of robustness accuracy of 45%. Note that on the website5, the standard accuracy of the pretrained PreAct ResNet18 on CIFAR10 is 95.11%, which is significantly higher than that of each model above, and the standard accuracy of ResNet18 (without the PreAct enhancement) is 93.02%. Our DP-γ on ResNet32 + CIFAR10 in our experiment retains the standard accuracy (93.53%) of this pretrained model with robustness accuracy of 74.90%. They reconcile the challenges tackled successfully by DeepPatch.

To decide the blamed ratio in DeepPatch for a given model in practical use, we formulate a methodology presented in Experiment 5. We have also experimented DeepPatch with κ = 20 and 30; the results are very close to the ones reported in the above experiment. Thus, we do not overload the readers with repetitive results for brevity.

We have trained more than two hundred models to evaluate DeepPatch from different aspects. The configurations include four widely used datasets, six pretrained models with significant model architecture differences, two kinds of noise used in the original work DeepCorrect and SENSEI, and eleven levels of perturbation strengths. The experiment includes six peer techniques, three variants of DeepCorrect, three variants of DeepPatch, a pipeline of DC+FT, and two pipelines of SS+DP and DP+SS. We believe our effort is comparable to the original experiments of included peer techniques and related works. Extending the work with more configurations may generalize the results.

The implementation of our framework and the downloaded tools of the peer techniques may contain

5https://github.com/kuangliu/pytorch-cifar
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bugs. To make the experiment reliable, we tested it with the above configurations. We adopt the pre-trained models and verify that they could replicate the accuracy published on the downloaded websites. All the crucial random processes have used a configurable and constant seed. The implementation code and the finalized maintained models are fully released to facilitate the replication of our experiment.

The experiment uses the full set of training samples to generate perturbed examples and retrain a model. We also observe that in the literature, to reduce the adverse effect on standard accuracy, in some experiments, researchers use a much smaller set of adversarial samples (e.g., 10% of generated data in RobOT [48] and 2% (=1000/50000) of training dataset in DeepRepair [19]). In general, restricting a model to retrain on a smaller dataset is quite a limitation, which is not in the spirit of deep learning to use more data to achieve better generalization. We have not conducted experiments using smaller retraining datasets.

We have only used the noise types and the noisy samples up to the noise levels presented in [14, 28]. Using other noise levels and other types of noise may produce different results. For example, we experimented to enlarge the perturbation strengths of each transformation two times in spatial datasets and then repeated Experiment 2 for case 6 on SENSEI and DeepPatch. The spatial robustness accuracy of the pretrained model dropped to 51.58%, and the standard accuracy was 72.72%. SENSEI suffered a 9.95% standard accuracy loss and achieved 58.52% spatial robustness accuracy, resulting in lowering the joint accuracy by 3.01%. While DeepPatch suffered 0.37% loss and achieved 57.94%, respectively, boosting the joint accuracy by 5.99%. We also repeated the DP+SS pipeline and evaluated that it could also improve the joint accuracy of 6.65%. We note that no other techniques in our experiment can outperform the pretrained model in case 6 on spatial robustness. The result validates the significant effect of DeepPatch on this benchmark.

DeepPatch requires a filter assessment task, which could be slow if the number of filters in the model under maintenance is large and become an obstacle in wide adoption in practice. In our experiment, assessing the VGG13 model (the model with the largest number of parameters in the experiment) only takes less than 10 minutes, and evaluating the other three models takes even short durations. We observe that this task can be completed in practical time. We also find that SENSEI requires a large computational resource during the training process to evaluate whether the current model state is already robust to each training sample. In the experiment, on average, SENSEI is 20 times slower than DeepPatch to output a model. DeepPatch also runs much faster than DeepCorrect due to DeepCorrect’s slower filter prioritization strategy for processing each filter, which requires exchanging the feature maps among the different rounds of inferences on different samples. We limited the execution time of Apricot to 24 hours to generate a model. Using a large time budget may change the current results of Apricot reported in this paper.

4.5 Discussion

4.5.1 Use Cases

The idea of replacement filters to be dynamically activated and executed when needed is one of DeepPatch’s main contributions. Originally, we aimed to explore the use of replacement filters to address the robustness improvement issue and the non-use of these filters to address the demand of retaining the original standard accuracy. In the experiment, the pipeline SS+DP demonstrates a new use case of DeepPatch to address the standard accuracy improvement issue, which also shows a promising result. SENSEI assesses several perturbed samples in each training epoch to select the one with the largest error to retrain the current model state. Intuitively, it produces stronger adversarial examples for retraining. The pipeline DP+SS shows that retraining the replacement filters with these stronger adversarial examples can outperform the same filters training with random adversarial examples (which is the result of DP-γ). Apart from SENSEI, there are other competing techniques to generate adversarial examples (e.g., [19]) or train with better mechanisms (e.g., [69]) in the literature. Integrating DeepPatch with these techniques may achieve larger robustness improvement. We leave the generalization of the experiment as future work.

We evaluated the effects of DeepPatch extensively in the experiment. Adding the γ-PU to a model with β-PUs will restore the original standard accuracy on demand, but it also lowers the robustness of the model when activated. We observe from the experiment that sometimes, the loss in robustness can be mild, but in many cases, the losses are quite noticeable. DeepPatch currently uses a one-master-many-slaves design style to organize all patching units in the same model. An alternate design may first divide the set of slave units into groups, and an independent master controls each group. We also leave the experiment on the alternate design as future work.
4.5.2 Filter assessment

The filter assessment task in DeepPatch nullifies the output of a filter via the $\alpha$-PU, which is coarse. In the literature, coverage criteria related to how to track the influence of individual neurons, such as neuron path coverage [22], have been proposed. The filter assessment task can be more fine-grained by considering such coverage criteria to make the prioritization of filters more precise. However, these criteria can be quite computationally expensive. Integrating a lightweight version of such a criterion with DeepPatch warrants future research.

4.5.3 Fine-tuning the DeepPatch design

In the experiment, DeepPatch can be further configured to adjust the separation boundary toward the side of the smaller perturbation level to get a model with even higher robustness while retaining the standard accuracy. For instance, for a given model, developers may adjust the separation boundary by a certain percentage such as by evolving such an adjustment through an evolutionary algorithm to find a more promising model candidate. However, we have not formulated a systematic strategy to decide the step needed in such a boundary movement. We leave the investigation as future work.

Readers may consider an ensemble strategy of consisting of a classifier for making a binary decision on an input sample, the whole pretrained model, and the whole model produced by fine-tuning through typical adversarial training. The binary classifier decides which of the other two models to infer the input sample. Compared to DeepPatch, this strategy incurs redundant computations to produce the feature maps for the processing in the binary classifier and one of the other two models. The pretrained model and the retrained model as a whole double the memory consumption of the pretrained model in deployment. Experiment 6 used typical adversarial training, and using state-of-the-art adversarial training methods for fine-tuning may produce different results. It did not include any ensemble method for comparison. It is interesting to compare DeepPatch with ensemble methods and enhance the patching units of DeepPatch to improve ensembles. We leave the generalization of the experiment as future work.

We once explored and configured a classifier (inserted into the first convolutional layer in the patched model) to make the decision instead of using the current strategy by computing a CR score. We found that the robustness accuracy only has a marginal difference from our current experimental results reported in this paper but incurred higher latency. Therefore, we gave up this alternate design while formulating DeepPatch.

4.5.4 Generalization and Limitations beyond CNN models

Our experiments were only conducted on CNN models. To further evaluate the generalizability of DeepPatch to other possible kinds of DNN model architectures, we conducted a preliminary exploratory study about the Transformer architecture [50] downloaded from the popular open-source Pytorch platform [86]. Typically, a transformer model contains many multi-head attention layers, where a head is a core and the signature element in such a layer, equivalent to the role of a filter as a core and the signature element in CNN models. Vision Transformer is a well-known state-of-the-art model for image classification tasks [87].

We first executed the downloaded tool to generate a vision transformer model (i.e., ViT patch=4 Epoch@200 configuration in that platform [86]) on the CIFAR10 dataset (with a 49:1 split of the original training dataset into our training dataset and validation dataset) to produce a trained transformer model (i.e., the model under maintenance). We measured the standard accuracy of this model on the clean test dataset $T_{test}$. We also applied the noisy test dataset $T_{test}^*$ to measure the noisy robustness accuracy. The standard accuracy and the noisy robustness accuracy of the trained transformer model were 79.36% and 49.16%, respectively.

DeepPatch processed each head [50] in each attention layer of the trained transformer model in the same way as it processed each filter in our above experiment on CNN models. We also made DeepPatch choose the first multi-head attention layer to insert a $\gamma$ patching unit. Since each head also generated a feature map, we reused the code in the original DeepPatch tool to compute the corrective rate from the feature map generated by the original heads and the feature map generated by the replacement head counterparts in this attention layer.

Like our above experiment on CNN models, the modified DeepPatch tool took $T_{train}^*$ and $T_{val}^*$ as input and then patched the trained transformer model to create a replacement head for each head.

---

6In software engineering, an exploratory study is a kind of empirical study to testify out a design able to work in a design context.
in each multi-head attention layer. It inserted both $\beta$- and $\gamma$- patching units into the patched model, followed by adversarial training on the noisy training dataset $T_{train}^{*}$. The modified DeepPatch tool finally produced the resultant patched model DP-$\gamma$.

We measured the standard accuracy and noisy robustness accuracy on the above-mentioned two test datasets. The standard accuracy and noisy robustness accuracy of DP-$\gamma$ were 79.36% (same as the model under maintenance) and 65.84%, respectively. It means there was a robustness improvement of 16.68% (65.84% − 49.16%) while retaining the standard accuracy.

The exploratory study shows the flexibility of applying DeepPatch to Transformer-based models [50] with positive results. Moreover, DP-$\beta$ may also be a viable choice for a patched model to improve the vision transformer model for noisy robustness improvement.

Although DeepPatch seems applicable to transformer models from this exploratory study, we also observe a limitation of DeepPatch. In some model architectures such as the Recurrent Neural Network (RNN) architecture [88], the current design of DeepPatch seems to require further refinement. DeepPatch assumes the first invocation of the “master unit” (the $\gamma$ patching unit) to compute the corrective rate and passes the result to all other slaves ($\beta$ patching units) in the same patched model. RNN models can be viewed unfolded during inference. Take the vanilla RNN architecture for discussion. The same hidden layer in an RNN model may be invoked multiple times. In principle, one $\beta$ patching unit can be attached to each unfolded iteration of the same hidden layer, producing a series of $\beta$ patching units. In the spirit of DeepPatch’s replacement filter strategy, the replacement hidden states across different $\beta$ patching units in the series will have likely been retrained to result in non-identical parameters. Thus, such a patched model will contain a set of parameter sets, one for each $\beta$ patching unit in the series. As a comparison, in the RNN model, there is only one set of parameters for the same hidden layer. It becomes not obvious to us how to efficiently conduct adversarial training, e.g., the training script of the RNN model may not be directly usable for adversarial training to train these patching units. The use of the series of $\beta$ patching units inserted into an RNN model essentially means converting the RNN model into a version without recursive invocations of the same hidden layer in every forward pass, defying the overall architectural design of RNN models. It may be a wise choice to design a variant of DeepPatch able to deal with the recursive invocations of the same hidden layer in a patched model while able to allow efficient training and inference and keeping the essence of RNN architecture design.

DeepPatch requires white-box access at the code level in order to perform the filter assessment task and the patching task. Eliminating such requirements may be interesting and may enlarge the adoption of DeepPatch in practice. We leave the generalization of DeepPatch on more model architectures and fewer limitations as future work.

### 4.5.5 Overheads of DeepPatch in the inference time

In traditional DNN models or even the models patched by each peer technique in our experiment, every unit in a model will be executed in every forward inference on every sample.

However, a novel design of DeepPatch is that in every forward inference on every sample, only either the original filters or the replacement filters (but not both) in each $\beta$ patching unit will be executed to generate feature maps. The decision of choosing which set of filters to execute within each $\beta$ patching unit is merely a simple condition of two Boolean variables on whether the decision indicator keeps a particular TRUE value, which its overhead can be ignored. (Readers may recall from Sections 3.2.2 and 3.2.3 about the setup and the use of the decision indicator in DeepPatch.) So, more filters within the set of $\beta$ patching units in the patched model inserted by DeepPatch will only minimally increase the speed overhead and has no impact on the memory space occupied by their generated feature maps.

On the other hand, the main overhead of DeepPatch is in the computation taken in the first convolutional layer of the patched model. These overheads include the computation overhead of the Corrective Rate as the computation for the feature map generation for all the filters in the $\gamma$ patching unit of the patched model. In the worst case, the $\gamma$ patching unit doubles a feature map doubling the size of the feature map of the first convolutional layer of the model under maintenance. In the model architectures used in our experiment, only a small ratio of filters is from the first convolutional layer. Take the ResNet32 model in case (1) for discussion. There are 1232 filters in the pretrained model and 308 filters are introduced in the blamed filters by DeepPatch, where only 4 filters come from the first convolutional layer. The memory overhead is almost exclusively due to the additional memory required to keep the feature maps generated by the replacement filters in the first convolutional layer only. The speed overhead in computing the CR metric requires comparing the two feature maps (generated by the replacement filters and their original counterparts). It essentially means inserting one more layer.
for computation. The additional slowdown of the current implementation of the DeepPatch tool on the test datasets (by normalizing the speed of the pretrained models to 1) for cases 1 to 6 are 1.009x, 1.067x, 1.287x, 1.090x, 1.278x, and 1.472x, respectively, with an average of 1.335x. As a comparison, the corresponding values of DeepCorrect are 1.359x, 2.000x, 1.069x, 1.909x, 1.798x, and 1.699x, respectively, with an average of 1.582x. The patched models produced by DeepPatch are more efficient than the patched models produced by DeepCorrect by 18.4% on average.

5 Related Work

This work is mainly related to the following works toward building highly accurate and robust deep learning models.

5.1 Deep Learning Testing

Many existing deep learning model debugging and repair works improve the model generalization through “buggy” components localization and fixing [14–16, 89–91]. MODE [16] localizes the “buggy” neurons via differentiation on two sets of correctly classified and misclassified samples, and then introduce more real-world data for finetuning. Apricot [15] generates a set of smaller models from the model under maintenance. The combined weights change direction is regarded as the correct direction to adjust the model’s weights under maintenance. The weights are treated as the “buggy” components. Similarly, Xie et al. [91] build an inference model to diagnose the model under maintenance for the weight states and assign confidence scores for them. When localizing the brittle states, those weights are tuned for repair.

DeepPatch follows this line of research but focuses on the “buggy” filter components as the repair subjects. The difference is that DeepPatch performs the repair job on the “buggy” components only as incremental repairs. The above existing works on the other hand perform the repair at the model level, which also alters non-buggy components.

5.2 Input Prioritization

Another area of related techniques is prioritization techniques [25, 28, 48, 92–96]. DeepGini [25] prioritizes test inputs by computing the Gini index as the score for prioritization. The calculation of the Gini index is based on the predictive probabilities of classification tasks. Likely, Byun et al. [93] measure the model inference. It proposes three kinds of gauges relative to the input, confidence, surprise, and uncertainty, as the priority score. PRIMA [92] prioritizes an input with higher priority if the input causes more mutated model variants to predict incorrectly or more variants of the input cause the model under test to predict incorrectly. Shen et al. [95] select the samples near the classification boundary. Wang et al. [48] propose quantitative measurements with two stages. It firstly generates the variants of a sample for measurement and selects those high-quality samples for repairing empirically and greedily. The prioritized samples in the above techniques are then used to finetune the model.

DeepPatch is also equipped with a prioritization technique, but the subjects are neuron network components (filters) rather than data. DeepPatch assesses filters based on the impact on the model’s robustness and selects the filters to be blamed for patching.

5.3 Deep Learning Model Maintenance

The primary goal of the above two lines of work is to evolve a DL model to achieve higher performance or mitigate current defects [14, 19, 97–100]. This goal is akin to software maintenance.

A kind of approach in this line mainly introduces new real-world data in maintenance. DeepFault [97] synthesizes inputs according to the gradients of the top-k suspicious neurons. DeepRepair [19] utilizes new data to perform a style-constraint augmentation on original data. Collecting data with specific styles of errors is non-trivial in the real-world environment, and the collected new data requires human labeling as the ground truth for the supervised learning tasks, which is labor expensive. In the experiment [19], DeepRepair adopted just one existing well-labeled dataset with such styles [101] for evaluation, which is the CIFAR10 dataset, and the noise data comes from the CIFAR10-C dataset. Compared with DeepRepair on the Gaussian blur noise levels, DeepRepair achieves 75% robustness accuracy for three models trained with a perturbation strength less than 1.0, and DeepPatch also achieves the same level of robustness accuracy of 79.18% (taking the average of blur0.5 and blur1.0) but trained with
larger perturbation strengths up to 3.0. DeepPatch does not require new real-world data for model generalization to make it effective in robustness improvement, albeit using more data certainly helps.

Contrarily, some approaches augment the existing data and involve fuzzing techniques to search for a more optimized model state. Both SENSEI [28] and RobOT [48] fall in this category. RobOT generates sample variants along the direction of increasing the first-order loss on the gradient and then re trains the model with these variants. We have reviewed SENSEI in the previous section. RobOT is known to be computationally expensive in the training job, and optimizing toward many strong adversarial samples generally harms the standard accuracy. In the experiment, we have included two DeepPatch pipelines to explore the fuzzing effects. Currently, DeepPatch uses simple data augmentation without a heavy fuzzing component. Compared with RobOT, DeepPatch targets diverse and non-trivial perturbation strengths and retention of the standard accuracy. In the experiment of RobOT [48], the retrained models produced by RobOT still experience a loss in standard accuracy, even though RobOT uses only 10% of generated samples for retraining and only uses the samples with very small perturbation strengths by FGSM and PGD when targeting the retention of standard accuracy. DeepPatch revises the architecture program by inserting a unit to dynamically compute the CR metric value to invoke the original or replacement filters to address this issue.

Another kind of approach is to evolve the model with more parameters. DeepCorrect inserts correction units to evolve the model, but all the inputs have to go through correction units which may error process old inputs. Neural network search and evolution [99, 100] incrementally evolve the model architecture with retraining in each step. They generate and train numerous intermediate architectures, which are extremely computationally expensive. The evolution method of DeepPatch is more lightweight than these search-and-evolution-based methods.

5.4 CNN-based Software Engineering Applications

CNN models (e.g., [102]) are widely used in software engineering [103–107]. For instance, Zhao et al. [103] recognize workflow actions in programming screencasts by CNN models. Carlos et al. [108] use a VGG model to translate video recordings of Android apps to detect user behaviors and generate replayable actions. Li et al. [107] locate the buggy code by transferring the coverage matrices to the CNN model for recognition. DeepPatch has the potential to integrate with them to improve the effectiveness of other software engineering techniques.

6 Conclusion

In this paper, we have presented DeepPatch, a novel technique to patch convolutional neuron network models to retain the standard accuracy of the models under maintenance with significant boosts in robustness. DeepPatch consists of three components for the filter assessment, model patching, and standard accuracy recovery tasks, respectively, through the support of our \( \alpha \)-, \( \beta \)-, and \( \gamma \)-patching units, respectively. Its patched models can dynamically activate and execute replacement filters or the original filter counterparts to infer input samples resembling more like the samples in the noisy validation dataset and those in the clean validation dataset, respectively. The patched models can also be fall en back to behave like the model under maintenance. Besides the final output, DeepPatch also generated an intermedi ate patched model inserted with only \( \beta \) patching units for possible use. Experiments have shown that DeepPatch successfully retains the original standard accuracy with a large extent of robustness improvement across benchmarks, which is not achievable by the peer techniques. DeepPatch is also experimented to be applied to the Visual Transformer model to explore its generalizability to different kinds of DNN architecture. The result of the exploratory study also shows that DeepPatch can retain the standard accuracy with a significant boost in noisy robustness.
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