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SUMMARY

The lack of systems to automatically extract epidemiological Þelds from open-ac-
cess COVID-19 cases restricts the timeliness of formulating prevention measures.
Here we present a protocol for using CCIE, a COVID-19 Cases Information
Extraction system based on the pre-trained language model. 1 We describe steps
for preparing supervised training data and executing python scripts for named
entity recognition and text category clas siÞcation. We then detail the use of ma-
chine evaluation and manual validation t o illustrate the effectiveness of CCIE.
For complete details on the use and execu tion of this protocol, please refer to
Wang et al. 2

BEFORE YOU BEGIN

This protocol gives a step-by-step guidance to use python code to execute CCIE. We tested CCIE on
the Linux system (GPU3090) with the aid of Pytorch and TensorFlow. A different system will likely
alter the performances and execution times. Figure 1 shows the overall structure of this protocol,
including three steps: data acquisition, data annotation, model training and evaluation.

Installation

Timing: � 20 min (for steps 1 to 3)

STAR Protocols4, 102392, September 15, 2023 ª 2023 The Authors.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/ ).
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This step describes the installation scripts for required packages and software.

1. Preparing an Ubuntu operation system (R 16.04) unless such an OS is available.

Alternatives: We provide a docker container (https://hub.docker.com/r/xuce0915/starprotocols )
that contains an Ubuntu image. One can use the following command to pull the docker in his/
her computer.

2. Installing required software and libraries packages on the Ubuntu terminal. [ troubleshooting 1 ]
a. Download a Linux-adapted Anaconda from https://www.anaconda.com/products/distribution to

install Python 3 (VersionR 3.6 is recommended).

b. Install the TensorFlow (VersionR 1.15 is recommended) from https://www.tensorßow.org/ .

c. Install the Pytorch (VersionR 1.11 is recommended) from https://pytorch.org/ .

d. Install other packages via the pip command.

Note: We have also installed all required software in the docker. If one uses our docker, he/she
dose not need to install the above software.

Figure 1. The schematic diagram of this protocol

> docker pull xuce0915/starprotocols

> bash YOUR_ANACONDA_VERSION.sh

> pip install tensorßow==1.15.1

> pip install torch==1.11.0+cu113 torchvision==0.12.0+cu113 torchaudio==0.11.0 Ðextra-in-

dex-url https://download.pytorch.org/whl/cu113 .

> pip install scikit-learn==0.24.1

> pip install scipy==1.5.4

> pip install pandas==0.25.3

> pip install numpy==1.19.5

> pip install jieba==0.42.1
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Alternatives: We also provide a requirements.txt containing all required packages and their
versions. One can run the following command to install these packages at one time.

3. Preparing the entity annotation tool (In Chinese) by applying to the corresponding author. [ trou-
bleshooting 2 ]

Note: This annotation tool is a plug-and-play application that can be used directly without
installation. Its interface is shown in Figure 2, which includes functional components such as
Þle operation, entity annotation options, case report display and annotation progress.

CRITICAL: Applicants must state the relevant basic information as well as the reasons and
necessity of the application. They must also s trictly abide by the usage norms and ethical
constraints. The entity annotati on tool will be provided to applicants after full evaluation
within a week. If the applicants are autho rized, they should put the tool to the ‘‘ CCIE/anno-
tation/ ’’ folder.

> pip install -r requirements.txt

Figure 2. The interface of entity annotation tool
The �le operation area contains �le import and �le exports. The entity annotati on area contains all entity labels. The case report display area is usedto
show the COVID-19 case text. The annotation progress demonstrates the number of case reports that have been annotated.
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Alternatives: One can also annotate the raw data according to the step 6.

KEY RESOURCES TABLE

STEP-BY-STEP METHOD DETAILS

Here we describe the step-by-step methods for data acquisition and processing, data annotation
and consistency check, and model training and evaluation.

Data acquisition and processing

Timing: � 1 h (for steps 1 to 5)

This step illustrates the progress of raw data acquisition and processing, which is used to satisfy the
formatting requirements in data annotation.

1. Downloading the GitHub project from https://github.com/AllenWangle/STARProtocols-CCIE
and unzipping the Þle to obtain the raw data (i.e., dataset_CN.xls) from the ÔÔCCIE/rawdataÕÕ
folder.

Note: A brief data demonstration is shown in Table 1.

Alternatives: One also can request raw data from the corresponding author.

2. Extracting the contents of ÔÔIDÕÕ and ÔÔOriginal_Text_CNÕÕ in thedataset_CN.xls.

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Raw data and source code Present study or Liu et al. (2021)3 https://github.com/AllenWangle/STARProtocols-CCIE
or https://abcdefg3381.github.io/COVID_19_
China_case_reports/blob/main/CCIE.zip
or Zenodo: https://doi.org/10.5281/zenodo.7941216

Software and algorithms

Ubuntu OS R 16.04 LTS https://hub.docker.com/r/xuce0915/starprotocols

Python Python v3.6 https://www.python.org/

TensorFlow TensorFlow v1.15.1 https://www.tensorßow.org/

Pytorch Torch v1.11 https://pytorch.org/

Numpy Numpy v1.19.5 https://numpy.org/

Pandas Pandas v0.25.3 https://pandas.pydata.org/

Scikit-learn Scikit-learn v0.24.1 https://scikit-learn.org/stable/

Scipy Scipy v1.5.4 https://scipy.org/

Jieba Jieba v0.42.1 https://pypi.org/project/jieba/

SPSS N/A https://www.ibm.com/spss/

Lattice Zhang et al. (2018)4 https://github.com/jiesutd/LatticeLSTM

TENER Yan et al. (2019)5 https://github.com/fastnlp/TENER

GraphNER Sui et al. (2019)6 https://github.com/DianboWork/Graph4CNER

FLAT Li et al. (2020)7 https://github.com/LeeSureman/Flat-Lattice-Transformer

Chinese Text ClassiÞcation Hu (2023)8 https://github.com/649453932/Chinese-Text-ClassiÞcation-Pytorch

Pretrained language model Google Drive https://drive.google.com/Þle/d/
1buMLEjdtrXE2c4G1rpsNGWEx7IUQ0RHi/view?

Other

CPU Intel(R) i9-10940X @ 3.30Hz

RAM N/A 128GB

GPU NVIDIA GeForce RTX 3090
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3. Splitting the raw data into train.txt , dev.txt and test.txt with a ratio of 8:1:1.
4. Reorganizing each case report in any Þle into the three-column format.

Note: As shown inTable 2, each line consists of a word, an initially named entity label "O", and
a position label "O".

CRITICAL: The Python code for the step 2, 3, and 4 is provided in the ‘‘ CCIE/rawdata/raw_
data_process_for_ner_annotation.py ’’, and one can process the raw data with using the
following command.

5. Placing the processed raw data in the ÔÔCCIE/annotation/data ÕÕ to be imported into the entity
annotation tool for annotation.

Data annotation and consistency check

Timing: � 7 days (for steps 6 to 7)

This step is used for data annotation to prepare supervisory training data.

6. Performing the named entity annota tion via the entity annotation tool.

Note: As Figure 3 shows, the named entity annotation contains four key steps, i.e., (a) rough
annotation (step a to c), (b) Þne annotation (step d to g ), (c) annotation result export (step h)
and (d) format conversion for model training ( step i).

a. Start the annotation tool (generally it has been in the ÔÔCCIE/annotation/ ÕÕ folder).
b. Select the "Open" button in "File" option to import the prepared annotation Þle (i.e., train.txt ,

dev.txt and test.txt ) from the ÔÔCCIE/annotation/data ÕÕ folder.
c. Match human-coded epidemiological Þelds in 10,017 COVID-19 case reports to the pro-

cessed raw data, as shown inFigure 3A.
d. Sample 10% of the case reports for manually Þne annotation according to the entity distribu-

tion obtained by the rough annotation.

CRITICAL: The sampling objective is to minimize.

Loss =
1
L

X L

i = 1

�
Ni

gold � Ni
sample

!

(Equation 1)

where L is the total number of sampled Þelds, Ni
gold and Ni

sample are the number of the i-th label in the
manually coded data and the number of the i-th label in the sampled data, respectively.

e. Formulate the rules for annotating named entity annotation.

Note: We select 11 named entities (i.e., L = 11) as the identiÞcation targets. They are ÔÔage
(AGE)ÕÕ, ÔÔgender (GED)ÕÕ, ÔÔplace of departure (SL)ÕÕ, ÔÔplace of transit (TL)ÕÕ, ÔÔarrival date
(DT)ÕÕ, ÔÔdate of quarantine (IT)ÕÕ, ÔÔdate of symptom onset (OnT)ÕÕ, ÔÔdate of hospitalization

Table 1. An example of raw data

ID Virus type Age . Original_Text_CN Original_Text_EN

Anhui_Anqing_1 NA 49 Text in Chinese Text in English

.. .. .. .. ..

> python raw_data_process_for_ner_annotation.py
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(TT)ÕÕ, ÔÔadmitted hospital (TDH)ÕÕ, and ÔÔdate of conÞrmation (CT)ÕÕ. For each entity, we design
the corresponding label symbol (i.e., the abbr eviation in brackets) and the annotation span.
For example, the span of ÔÔPlaceÕÕ is constrained to ÔÔCityÕÕ and the span of ÔÔDateÕÕ is con-
strained to ÔÔdayÕÕ. More details of annotation rules can be referred to inAppendix Table S1.

f. Annotators require labeling the case reports a gain according to the established entity anno-
tation rules as shown in Figure 3B.

g. Carry out the consistency check among case reports annotated by different annotators.

Note: To guarantee the consistency and accuracy of the manual annotation, we randomly
examined and modiÞed a subset of 100 case reports after they had been annotated by
different graduate students. Then, three public-health experts participated in the revisions.
After these, we discussed the annotations of the case reports to reach a consensus on the
modiÞcations. Next, we continued to examine and manually annotate the remaining case re-
ports. The agreement rate for our revisions reaches 90%, which suggests that the inter-anno-
tator agreement rate is acceptable. Any incons istent revisions were submitted to the experts
for Þnal revisions.

h. Export the annotated results, i.e., the .xml Þle as shown inFigure 3C, to the ÔÔCCIE/annotation/
xmlÕÕ folder by clicking the "Save as" button in the "File" option.

i. Convert data format from the ÔÔxmlÕÕ style to the ÔÔBIOÕÕ style for model training.

Note: According to the annotated results, the "BIO" labels are employed to prepare the
training data. For the token at the start position of an entity, we mark it as "B-M"; For the
token at the middle and end position of an entity, we mark it as "I-M". The character ÔÔMÕÕ
denotes the type of entities. For example, as shown in Figure 3D, the admitted hospital
ÔÔZhonghe Town Health CenterÕÕ is annotated as ÔÔB-TDH, I-TDH, I-TDH, I-TDHÕÕ, the date
of symptom onset ÔÔJanuary 27ÕÕ is annotated as ÔÔB-OnT, I-OnTÕÕ. For other tokens that
beyond the scope of the eleven entities, they are marked with the ÔÔOÕÕ. The script in the
ÔÔCCIE/annotationÕÕ folder can be used to obtain the Þnal training data.

CRITICAL: We have provided the annotated data in the ‘‘ CCIE/ner/datasets/raw/NER ’’. If
one wants to use private data to train the CCI E model, he/she needs to organize an anno-
tation team (about 10 people) to carry out t he data annotation according to this step.

7. Performing the category label annotation via the text matching technology.
a. Integrate the human-coded epidemiological ca tegories involving similar speciÞc scenes into

one label.

Note: For example, ÔÔhold a partyÕÕ and ÔÔattend a weddingÕÕ is considered two different cate-
gory labels in the epidemiological coding rules, but they are regarded as a ÔÔpartyÕÕ label in our
annotation rules. In this way, we construct six categories. They are respectively ÔÔPlace (include

Table 2. The three-column format for organizing raw data

Cur_List NER_List POS_List

ID_1 O O

# O O

Male O O

.. .. ..

> python data_postprocess_from_xml.py
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three labels)ÕÕ, ÔÔEvent (include eight labels)ÕÕ, ÔÔPerson (include four labels)ÕÕ, ÔÔIsolate (include
four labels)ÕÕ, ÔÔDiscover (include four labels)ÕÕ and ÔÔDegree (include four labels)ÕÕ. Each of
them corresponds to the integrated coding rules. More details can be referred to Appendix
Table S2.

b. Derive a vocabulary (named key_vocab) to save all category labels and all scenes in a label.

Note: This vocabulary is a data structure in dictionary (i.e., key-value pairs), whose keys corre-
spond to labels and values correspond to key words of scenes. Take the ÔÔPlace_socialÕÕ label in
the ÔÔPlaceÕÕ category as an instance, it is saved as{Place: {Place_social: {Family, Social place,
indoor, School, Work}}} in the key_vocab.

Figure 3. The process of named entity annotation via the entity annotation tool
(A) The illustration of rough annotation for a COVID-19 case report. Only manually coded �elds are marked.
(B) The details of �ne annotation that more entities are labeled according to the annotation rules.
(C) The contents of annotated �le exported from the entity annotation tool.
(D) The training data format obtained by the annotated �le.
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c. Match each report with all the scenes in the key_vocab by text matching to determine the la-
bels of case reports.

CRITICAL: The Python code for the step 7 is provided in the ‘‘ CCIE/rawdata/raw_data_
process_for_classiÞcation_annotation.py’’, and one can process the raw data with using
the following command.

d. Carry out the consistency check for the matched category labels.

Note: To guarantee the accuracy of the automatic annotation, we randomly examined 100
case reports from all 10,017 case reports. This examination was conducted by three annota-
tors until they fully agreed with the annotation results.

e. Split the data into ÔÔtrain.txtÕÕ, ÔÔdev.txtÕÕ and ÔÔtest.txtÕÕ with a ratio of 8:1:1.

CRITICAL: We have provided the fully processed data in the ‘‘ CCIE/classiÞcation/data/dis-
ease/X’’ folder, where ‘‘X’’ denotes a category name.

Model training and evaluation

Timing: � 3 h (for steps 8 to 11)

In this step, we give the detailed scripts of model training and evaluation.

Source code collection

8. Downloading the source code through the following commands:

CRITICAL: If one wants to use his/her own annotated data, he/she need to put the named
entity recognition data (i.e., train.txt , valid.txt and test.txt ) to the ‘‘ CCIE/ner/datasets/
raw/NER’’ folder, and put the category classi�cation data (i.e., train.txt , dev.txt and
test.txt ) to the ‘‘ CCIE/classiÞcation/data/disease/X 00folder, where ‘‘X’’ denotes a category
name.

9. Downloading the pre-trained language model from https://drive.google. com/Þle/d/1buMLEjdtr
XE2c4G1rpsNGWEx7IUQ0RHi/view? and unzip the model to the ÔÔCCIE/nerÕÕ folder and the
ÔÔCCIE/classiÞcation/ÕÕ folder respectively.

Named entity recognition model

10. Training and evaluating the named entity recognition model in the Ubuntu terminal. [ trouble-
shooting 3 ] [troubleshooting 4 ] [troubleshooting 5 ]

> python raw_data_process_for_classiÞcation_annotation.py

> git clone https://github.com/AllenWangle/STARProtocols-CCIE .

> unzip CCIE.zip
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The main parameters are shown as follows:
i. Ðbert_model_path: chinese_roberta_wwm_ext_L-12_H-768_A-12.
ii. Ðmode: 0.
iii. Ðtask_name: ner.
iv. Ðtrain: True is for training and False is for evaluation.
v. Ðtrain_ratio: 1.0.
vi. Ðlanguage: wzz1.
vii. Ðemb_drop_rate: 0.2.
viii. Ðbatch_size: 64.
ix. Ðmax_seq_len: 200.
x. Ðminimal_lr: 1e-4.
xi. Ðepochs: 40.

Note: The parameters are set as default values in thetrain_base_model_bert.py if one does
not set them in the commands. The evaluation metric is F1-score, which is described in Quan-
tiÞcation and statistical analysis.

Alternatives: If one uses our docker container, they need to type the following commands to
train the named entity recognition model.

Optional: The function call process after starting the script of model training as follows. One
does not need to run the following functions as they are automatically called by the Python
script.

a. Call the process_base_bert() function to preprocess the training data and generate the
input features, which is located in the ÔÔCCIE/ner/utils/prepro_data_Iner_BERT.pyÕÕ. All pa-
rameters in this function are deÞned in the ÔÔCCIE/ner/utils/ conÞgs_bert.pyÕÕ.
i. ConÞgure the BERT language model via thefrom_json_Þle(conÞg.bert_conÞg) function,

which is located in the ÔÔCCIE/ner/modeling.py ÕÕ. Thebert_conÞg is the conÞguration Þle
of BERT.

ii. Read and process the train/valid/test data from the dataset Þles via read_data_and_
vocab(conÞg.train_Þle, conÞg.dev_Þle, conÞg.test_Þle) function. The train_Þle is the
Þle path of the training data and other two are similar meanings.

iii. Segmentate sentences to tokens and convert them into numeric numbers via the Full-
Tokenizer(vocab_Þle = conÞg.vocab_Þle, do_lower_case = conÞg.word_lowercase)
function, which is located in the ÔÔCCIE/ner/tokenization.pyÕÕ. Thevocab_Þle is the
path of vocabulary Þle and the do_lower_case is the controller for using low case.

iv. Generate the input features for the train ing data, validation data and test data via the
Þle_based_convert_examples_to_features(samples, label_list, max_seq_len, tokenizer,
output_Þle) function, which is located in the ÔÔCCIE/ner/run_classiÞer_roberta_wwm_
large.pyÕÕ. Thesamples is the input Þle, label_list is the list of label types, max_seq_len
is the maximum length of the input sequence, tokenizer is the segmentation results of
step iii, output_Þle is the Þle path of output results.

> cd CCIE/ner

> python train_base_model_bert.py Ðtrain True # for training

> docker run Ð-rm -it -v YOUR_LOCAL_PATH_OF_CCIE/ner:/work/CCIE-ner xuce0915/starprotocols ÔÔbashÕÕ

> cd work/CCIE-ner

> /root/miniconda3/bin/python train_base_model_bert.py Ðtrain True
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b. Call the _build_model () function in the BaseModel_for_BERT() class to build the named en-
tity recognition model, which is located in the ÔÔCCIE/ner/models/base.pyÕÕ.
i. Load the pre-trained language model via the bert_embedding (input_ids, input_mask,

segment_ids) function. The input_ids, input_mask and segment_ids are all used to
match the parameters of BERT model and are obtained by the _add_placeholders()
function.

ii. Shield some neurons randomly with a given probability via the Dropout(emb_drop_rate)
layer in TensorFlow. Theemb_drop_rate is the dropout rate of neurons.

iii. Build the bidirectional LSTM network via the BiRNN(num_units, drop_rate, concat, acti-
vation, scope = ÕÕbi_rnnÕÕ) function to learn long-distance dependency information
among different entities. The num_units is the number of neural units in LSTM, drop_
rate is the rate of dropout, concat is the concat mode between two layers, activation
is the activation function. This function is lo cated in the ÔÔCCIE/ner/models/shares.pyÕÕ.

iv. Build the CRF (Conditional Random Fields) layer to learn the possibility distribution of
entity label paths via CRF(num_labels) function. The num_labels is the number of entity
labels. This function is located in the ÔÔCCIE/ner/models/shares.pyÕÕ.

c. Call the train() function to train the named entity recognition model, which is located in the
ÔÔCCIE/ner/models/base.pyÕÕ.

d. Call the evaluate_data() function to evaluate the named entity recognition model, which is
located in the ÔÔCCIE/ner/models/base.pyÕÕ.

CRITICAL: If one wants to recognize the entities in the new COVID-19 case reports after
training the model once, he/she can follow the steps below for data preparation and entity
extraction.

a. Type into the ÔÔCCIE/nerÕÕ folder and put the new case reports in the ÔÔOriginal_Text_CNÕÕ
column of the ÔÔNewCases.xlxsÕÕ. Each line merely contains one case report.

b. Find the NewCaseExtraction.ipynb and run the cell under ÔÔPre-process the New Case Re-
portsÕÕ to obtain the test data with the same format as the training data.

Note: The original test data in the ÔÔCCIE/ner/datasets/NER/test.txtÕÕ will be covered. Never-
theless, one can copy the original test dat a to other folders to prevent this problem.

c. Run the cell under ÔÔEvaluation Script for Extracting New EntitiesÕÕ. The BIO labels for entities
are saved in the ÔÔckpt/wzz/base_model_wzz1_1_Roberta_wwm_wzz_1_0918/test_re-
sult.txtÕÕ.

d. Run the cell under ÔÔPost-process the Entities in BIO to Readable EntitiesÕÕ to obtain the en-
tities described in the natural language.

Category classiÞcation model

11. Typing to the classiÞcationdirectory of CCIE, and then using the following command to train
and evaluate the category classiÞcation model in the Ubuntu terminal. [ troubleshooting 3 ] [trou-
bleshooting 4 ] [troubleshooting 5 ]

The main parameters are shown as follows:
i. Ðmodel_name_or_path: chinese_roberta_wwm_ext_pytorch.
ii. Ðtask_name: disease.
iii. Ðdo_train: True is for training.
iv. Ðdo_eval: True is for evaluation.
v. Ðdata_dir: data/disease/event # example for the event category .

> bash run.sh
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vi. Ðmax_seq_length: 512.
vii. Ðper_gpu_eval_batch_size: 8.
viii. Ðper_gpu_train_batch_size: 8.
ix. Ðlearning_rate: 4e-5.
x. Ðnum_train_epochs: 3.
xi. Ðoutput_dir: output/wzz2_wwm_new.
xii. Ðmodel_type: bert.
xiii. Ðclass_type: base.
xiv. Ðgradient_accumulation_steps: 2.

Note: The parameters are set as default values inrun_glue.py if one does not set them in the
commands. The evaluation metric is also the F1-score.

Alternatives: If one uses our docker container, he/she needs to type the following commands
to train the category classiÞcation model. [ troubleshooting 6 ]

Optional: The function call process after starting the script of model training as follows. One
does not need to run the following functions as they are automatically called by the Python
script.

a. Load the pre-trained language model and tokenizer via the from_pretrained () function.
b. Load the training dataset from the ÔÔCCIE/classiÞcation/data/disease/XÕÕ via theload_and_

cache_examples(args.task_name, tokenizer, evaluate = False) function. The task_name is
the parameter to point out the datasets, and here is set to disease.The tokenizer is loaded
by the step a. evaluate = False denotes there is no validation during the model training.

c. Call the train(train_dataset, model, tokenizer ) function to train the category label classiÞca-
tion model. The train_dataset is obtained by the step b, and the model and tokenizer are
obtained by the step a.

d. Call the evaluate(model, tokenizer, preÞx = global_step ) for model evaluation.

CRITICAL: If one wants to classify the categor ies for the new COVID-19 case reports after
training the model once, they can remove the Ðdo_train term in the ‘‘ CCIE/classiÞcation/
run.sh’’, and run the bash run.sh script again.

EXPECTED OUTCOMES

For the input scripts of the named entity recognition task and the category classiÞcation task, the
expected outputs on the Linux terminal are shown Figures 4 and 5.

Performance evaluation
Named entity recognition
We compared CCIE with four classic deep-neural-network models (i.e., Lattice,4 TENER,5

GraphNER,6 and FLAT7) with regard to the recognition of nine entities (see Appendix Table S1).
The expected F1-values obtained by the CCIE for all nine entities are shown in Figure 6A. The
CCIE demonstrate better performance for most entity recognitions (7/9 cases), including all ÔÔdatesÕÕ
and two ÔÔplacesÕÕ.

> docker run Ð-rm -it -v YOUR_LOCAL_PATH_OF_CCIE/classiÞcation:/work/CCIE-cls xuce0915/

starprotocols ÔÔbashÕÕ

> cd work/CCIE-cls

> bash run.sh
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Category label classiÞcation
We compared CCIE with seven benchmark text-classiÞcation algorithms (i.e., Transformer,9

DPCNN,10 FastText,11 TextCNN,12 TextRNN,13 TextRCNN,14 and LSTM15) for the classiÞcation of
six categories (see Appendix Table S2). The expected F1-values obtained by the CCIE for all six cat-
egories are shown in Figure 6B, with the highest value reaching 93.2%. This result shows that the pre-
trained language models obtained word embeddin gs with richer semantic expression for mining
deep features in the text, such as syntactic dependence and semantic role.

Validation between machine extraction and human coding
We compared the 11 machine-extracted Þelds with the manually extracted ones from the dataset of
Liu et al.3 for the Þrst 10,000 case disclosure reports (i.e., from January 2 to March 4 2020). We used a
simple fuzzy matching logic to deal with the style differences between the machine- and human-en-
coded ÞeldsÑif the machine-extracted text was present in the manually coded Þelds, we considered
the machine to have provided meaningful information. The expected results are shown in Figure 7.
The agreement rates for ages and genders are 97.2% and 97.96%, respectively; those for the places
of departure, transit, and destination are 74.95% , 86.84%, and 66.62%, respectively; and those for
the dates of arrival, quarantine, symptom onset, hospitalization, and conÞrmation are 87.67%,
75.14%, 86.21%, 69.24%, and 65.89%, respectively.

Case study
We select eight provinces that reported the highest number of COVID-19 cases (i.e., Zhejiang,
Jiangsu, Shandong, Guangdong, Chongqing, Hunan, Anhui, and Henan) and compare the CCIE
performance for the reports released by each province. The expected results are shown in Figure 8.

Figure 4. The expected outcomes after training the named entity recognition model on the Linux terminal
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The CCIE framework perform well for the reports released by the health departments of Zhejiang
(91.67%), Jiangsu (89.33%), and Shandong (88.23%) but not for those released by the health depart-
ments of Guangdong (78.82%) and Chongqing (76.28%).

QUANTIFICATION AND STATISTICAL ANALYSIS

The t-test was performed using the SPSS tool.

The evaluation F1-value is calculated by the Equation 2

P =
TP

TP+FP
; R =

TP
TP+FN

; F1 =
2$P$R
P+R

(Equation 2)

where TP indicates the number of correct predictions of positive samples, FP indicates the number
of incorrect predictions of positive samples, and FN indicates the number of incorrect predictions of
negative samples.

LIMITATIONS

We implement automatic extraction of information from COVID-19 case reports using natural lan-
guage processing techniques. Such a technical solution currently cannot fully identify specialized in-
formation that requires background knowledge and reasoning. Moreover, the performance of CCIE
under different operation system and hardware conÞgurations is still unclear.

TROUBLESHOOTING
Problem 1
Related to ÔÔstep 2 ininstallationÕÕ. The versions of software libraries such as Pytorch and TensorFlow
will be upgraded, and the built-in functions will also change. This may cause the source code to
not work.

Potential solution
Create a virtual environment running CCIE code to share hardware resources with the system conÞg-
uration and pin the version of the software library in this virtual environment. The commands for
creating the virtual environment are as follows:

Figure 5. The expected outcomes after training the category classiÞcation model on the Linux terminal
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Problem 2
Related to ÔÔstep 3 ininstallationÕÕ. Due to copyright issues, the Entity Annotation Tool may not be
publicly available.

Potential solution
You can organize a team of about ten people to complete the data annotation work according to the
provided labeling process.

> conda create -n CCIE python==3.6.0

> conda activate CCIE # open the environment

> conda deactivate CCIE # close the environment

Figure 6. Distributions of F1 values for the named-entity-recognition
We compared CCIE with four classic deep-neural-network and text classi�cation models, obtained using our
proposed annotation strategy. This �gure was taken from the original publication. 2

(A) The distribution of the F1 value for each named entity, which aggregates the results of �ve different named-
entity-recognition methods, namely Lattice, 4 TENER,5 GraphNER,6 FLAT,7 and our CCIE (denoted as ‘‘+ ’’). The
colored distributions correspond to different named entities; (B) the distribution of the F1 value for each text
category, which aggregates the results of eight t ext classi�cation methods, namely Transformer,9 DPCNN,10

FastText,11 TextCNN,12 TextRNN,13 TextRCNN,14 LSTM,15 and our CCIE. For each named entity or category, the
scattered dots indicate the F1 values obtained from different methods, which are used to �t the distribution as
indicated by the boxplot.
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Problem 3
Related to ÔÔstep 10 and step 11 inmodel training and evaluation ÕÕ. When processing the data or
training a neural network, you may encounter that the calculated loss becomes ÔÔnanÕÕ, or the
gradient of some parameters becomes ÔÔnanÕÕ during backpropagation.

Potential solution
You can check your input data. This error will be caused when the input data contains ÔÔnanÕÕ. If you
use data in excel format, you need to pay attention to this. When the input data is empty, ÔÔnanÕÕ may
appear during backpropagation.

Problem 4
Related to ÔÔstep 10 and step 11 inmodel training and evaluation ÕÕ. Due to the large scale of model
parameters, when you are training a neural network, you may face the problem of insufÞcient GPU
memory.

Potential solution
You can use the ÔÔnvidia-smiÕÕ command to monitor the usage of the GPU to check if there are any
unrelated processes occupying memory. In addition, you can reduce the memory usage by reducing
the ÔÔbatch_sizeÕÕ of each epoch. And you can also reduce the number of tensor bits, for example,
replace ßoat32 with ßoat16, but this may reduce the accuracy of the model.

Problem 5
Related to ÔÔstep 10 and step 11 inmodel training and evaluation ÕÕ. In the process of training the
model, you may encounter the problem that the training time is too long, because the pre-trained
language model has a large number of parameters.

Potential solution
You can increase the speed of each epoch by increasing the ÔÔbatch_sizeÕÕ, but this may lead to slower
model convergence, which can be improved by appropriately increasing the learning rate. If condi-
tions permit, you can use the solid-state drives to i ncrease the IO speed, or pre-load the training data
into the memory to reduce IO latency.

Figure 7. Validation with manually extracted named entities
The accuracy of the eleven data �elds identi�ed using our CC IE algorithm as compared to the gold-standard results
obtained by manual human coding; the mean value is obtained by averaging the accuracy of all data �elds. This �gure
was taken from the original publication. 2
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Problem 6
Related to ÔÔstep 11 inmodel training and evaluation ÕÕ. When you run python scripts for training the
category classiÞcation model in docker, there will report errors of ÔÔValueError: Output directory
(output/wzz2_wwm_new) already exists and is not emptyÕÕ.

Potential solution
You can remove the ÔÔwzz2_wwm_newÕÕ folder from the ÔÔoutput ÕÕ folder, and then run the python
scripts again.

RESOURCE AVAILABILITY
Lead contact
Further information and request should be directed to the lead contact, Yuanyuan Sun ( syuan@dlut.
edu.cn).

Materials availability
This study did not generate new unique reagents.

Data and code availability
The source code and raw data used in this protocol can be accessed at https://github.com/
AllenWangle/STARProtocols-CCIEand are also provided in an open access disposition at Zenodo:
https://doi.org/10.5281/zenodo.7941216 . Further, one can obtain more data at https://github.
com/abcdefg3381/COVID_19_China_case_reports/ .

SUPPLEMENTAL INFORMATION

Supplemental information can be found online at https://doi.org/10.1016/j.xpro.2023.102392 .
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