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\textbf{ABSTRACT}

This study presents a new framework that integrates machine learning and a domain knowledge-based expert system to improve building energy flexibility. In this framework, a rule-based expert system was used to maximize the self-consumption of solar photovoltaics (PV) power, while a reinforcement learning (RL) agent was constructed to efficiently optimize the grid power import for battery charging and facilitate decision-making for battery discharging in response to the time of use electricity prices. Meanwhile, a Classification and Regression Tree (CART) model was developed to quantitatively analyze the relationships between building energy flexibility and external variables of interest to enhance the explainability of the framework. This work integrates the advantages of safety and simpleness of the domain knowledge-based expert system and the exploration and optimization capability of RL into building energy management. The performance of the proposed framework was evaluated using the four-year data collected from a real net zero energy office building. The system cost reduction ratio, self-consumption ratio, and self-sufficiency ratio were used as the energy flexibility indicators. The results showed that the integration of the RL and the rule-based expert system was able to reduce the electricity cost and grid power consumption by 7.0\% and 10.6\% respectively, and increase the self-consumption of PV power by 9.2\% as compared with the use of the rule-based expert system only. The CART analysis also showed that external conditions can significantly influence the level of building energy flexibility. For instance, the average daily cost reduction ratio was 0.89 out of 1.0 when the daily maximum solar irradiance was above 717.5 W/m\textsuperscript{2}, while it decreased to 0.28 when the daily mean solar irradiance was below 62.4 W/m\textsuperscript{2}. This strategy can be used to facilitate building demand-side management and improve the design and control of building energy systems for enhanced demand flexibility.

\textbf{Nomenclature}

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>action</td>
</tr>
<tr>
<td>C</td>
<td>electricity cost</td>
</tr>
</tbody>
</table>

\textsuperscript{*} Corresponding author.
\textit{E-mail address:} zhenjun@uow.edu.au (Z. Ma).

\url{https://doi.org/10.1016/j.jobe.2023.106536}

Received 16 August 2022; Received in revised form 5 April 2023; Accepted 10 April 2023
Available online 11 April 2023

2352-7102/© 2023 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (\url{http://creativecommons.org/licenses/by-nc-nd/4.0/}).
1. Introduction

Due to the rapid growth of energy consumption and the depletion of fossil fuels, the deployment of renewable energy sources in buildings is increasing worldwide in order to achieve net-zero emissions. However, it is quite challenging to match energy generation from intermittent renewable energy resources with the power demand of buildings [1]. In this context, building energy flexibility, which can assist in managing the demand and generation of buildings according to climate conditions, user needs, and grid requirements, has been proposed as an effective approach to addressing this challenge [2]. The increasing complexity of building energy systems and strong dynamics in building operations pose both challenges and opportunities in the development of energy flexibility plans in buildings.

Energy flexibility indicators, which can provide insights into building energy flexibility potential, are a significant component in the development of building energy flexibility plans. A range of energy flexibility indicators such as cost saving potential, energy saving potential, load shifting efficiency, and peak shaving efficiency have been frequently used to evaluate and quantify the energy flexibility potential of various energy flexible sources in buildings. For example, Wang et al. [3] reported that shutting down some of the chillers in a commercial building during short time demand response events can reduce energy costs by 15.3% and achieve a fast power reduction of 39%. Sánchez et al. [4] evaluated the flexibility potential of Heating, Ventilation and Air Conditioning (HVAC) systems of five residential buildings by using building thermal mass as a flexible measure. It was found that energy savings of 18.1–26.1% can be achieved by optimizing the parameter settings for preheating, precooling and night ventilation according to the operating conditions and electricity tariffs. In Ref. [5], an intelligent home energy management strategy was proposed, in which battery charging and discharging were scheduled and the temperature setpoint of the HVAC system was adjusted according to the time of use (TOU) electricity prices. It was reported that this strategy can achieve electricity cost savings by up to 20% in a residential house. The results from Ref. [6] showed that through rescheduling the operation of adjustable appliances of a residential site based on the variation in electricity prices, the cost and peak-to-average ratio of the electricity consumption were reduced by 25% and 63%, respectively.
Apart from energy flexibility indicators, control strategies are another important element to optimize building operations via appropriately using energy flexibility offered by energy flexible systems. The most conventional strategy used in buildings is a rule-based expert system, which usually relies on a set of pre-determined rules in the form of conditional statements to map control signals with system states based on expert knowledge [7]. A rule-based expert system was often used to improve the energy flexibility of building HVAC systems. For instance, a higher supply air temperature can be applied to charge building thermal mass when the electricity price is low, and the thermal mass can release the stored thermal energy to the end-users during high electricity price periods in heating seasons. The use of such a rule-based expert system can reduce the energy consumption of a low-energy apartment by up to 87% during morning peak hours [8]. A similar strategy with a lower supply air temperature can be implemented in cooling seasons. It was reported that the peak cooling energy can be reduced by 54.0% when using this strategy for indoor temperature setpoint control of a net-zero energy office building [9].

The foregoing studies have demonstrated that although the rule-based expert systems were simple enough, they were effective to improve building energy flexibility. However, the performance of rule-based expert systems is often not optimal, especially when used in complex control environments as the predictive information of future operating conditions was not leveraged in the decision-making. To solve this problem, model predictive control (MPC) was proposed [10]. In the MPC method, a model that can predict future system dynamics according to current states and future disturbances should be first developed. Based on the prediction model, the control strategy can provide the system with optimal future performance. MPC has been widely used to optimize the temperature control of building HVAC systems [11–13]. However, this method significantly relies on the prediction models used as different models offer different levels of prediction accuracy. The development of accurate yet computationally efficient prediction models often requires excellent domain knowledge and a good understanding of system details and dynamics. In addition, the performance of the prediction models may be degraded if the building operating patterns are different from the data used for model calibration.

Reinforcement learning (RL), which is a branch of machine learning, has recently gained fast development in areas such as gaming [14] and robotics [15] due to its superiority in solving sequential decision-making problems. Through interaction with the environment, an RL agent could fully utilize the exploration data and provide better control decisions without the need to develop and calibrate a model. Recently, some studies also extended the application of RL to enhance building energy efficiency and energy flexibility, and its performance was compared with conventional control methods. For example, Odonkor and Lewis [16] developed an RL controller to optimize the energy dispatch policy for a shared battery system within a building cluster. Using the historical demand profiles of different buildings as the training data, the RL controller learned an energy distribution policy for cost reduction and peak demand reduction. Jiang et al. [17] compared the performance of an RL controller with that of a rule-based expert system. A deep Q-network (DQN) model was developed to minimize the energy cost of an HVAC system based on the TOU electricity prices. Through a five-year simulation of a single-zone building model, it was found that the DQN model reduced the total cost by up to 8% when compared with a rule-based expert system. Du et al. [18] compared different RL controllers in terms of their performance in energy cost savings of a residential HVAC system. A deep deterministic policy gradient (DDPG) controller and a DQN controller were respectively implemented in a simulation environment to learn optimal control policies. The simulation results showed that the DDPG controller can achieve a reduction of 15% in energy costs and a reduction of 79% in comfort violations during a heating season, as compared with the use of the DQN controller. When compared with a rule-based expert system, the comfort violation can be reduced by 98%. Azuatalam et al. [19] proposed an efficient RL controller to optimize the operation of an HVAC system to improve energy efficiency and achieve demand response targets. It was reported that the RL controller without using demand response strategies can reduce the weekly energy consumption by 22% when compared with a default EnergyPlus HVAC controller. Furthermore, the average weekly power reduction or increase of up to 50% in different scenarios can be achieved by employing the RL controller that used demand response strategies, as compared with the one without using the demand response strategies.

The above studies demonstrated the effectiveness of using RL to enhance building energy performance. Since the RL agents rely on significant explorations in the control environment to optimize decision-making policies, the training process of these methods is both time-consuming and data demanding. In addition, the safety and robustness of RL controllers need to be improved to make sure that they will not mess up building operations, especially when sufficient data is not available for training a completely safe RL controller. Furthermore, the previous studies on building energy flexibility were only able to determine how much flexibility can be offered by implementing a flexibility measure for a certain period of time, while they did not provide insights into the interaction between building energy flexibility and external variables. Weather conditions and day of the week (i.e. Monday through Sunday) have been considered as significant factors influencing building energy usage [20,21], while their impacts on building energy flexibility potential have not been investigated in the majority of existing studies. Machine learning has been effectively used to discover relationships between the performance of building energy systems such as HVAC systems and their operating parameters [22,23]. These methods have great potential but have not yet been used in building energy flexibility evaluation.

In this study, a new framework that combines RL, a rule-based expert system, and a decision tree model was developed to improve the energy flexibility of buildings with integrated PV and battery storage systems. In this framework, a new strategy using RL and a rule-based expert system was first developed to improve building energy flexibility by using the exploration and optimization capability of RL and the control stability and robustness yet simplicity of rule-based expert systems. In this strategy, RL was used to determine the battery charging using grid power or battery discharging when the TOU electricity prices tend to increase in the next time step. The rule-based expert system was used to maximize the self-consumption of PV power. To enhance the transparency and explainability of the proposed RL-RBES strategy, a classification and regression tree (CART) model was used as a predictive model to identify the relationship between building energy flexibility and external conditions, providing insights into how the building responds to the changes to the operating conditions when using the proposed RL-RBES strategy. This information is particularly valuable for stakeholders to understand and trust the decisions made by the strategy, and it may assist in further optimization of building
performance. The novelties of this study include: (1) the first time RL was integrated with a rule-based expert system to provide a reliable and efficient approach to improving and evaluating building energy flexibility and; (2) using the CART model to examine the interactions between building energy flexibility and external variables such as weather and day of the week to enhance the explainability of the framework and provide more useful information for further improving and optimizing building energy flexibility. The performance of this framework was evaluated using the four-year data collected from a net-zero energy office building that featured solar PV panels and a battery storage system.

2. Development of the framework for improving building energy flexibility

2.1. Outline of the new framework

Fig. 1 outlines the new framework, which mainly consists of four essential components, i.e. building information collection and data preparation, development of an RL and a rule-based expert system (RL-RBES) integrated strategy for energy flexibility enhancement and evaluation, using a CART model for predictive modeling of building energy flexibility, and performance testing and evaluation of the proposed framework. In the first step, building information that influences the energy flexibility potential should be identified and collected. This information includes available energy flexible measures (i.e. PV and battery in this study), electricity tariff, constraint factors (e.g. battery storage capacity), uncertainty factors (e.g. occupancy), and other factors of interest. Other related data such as time series building demand data, PV generation data, weather data and day of the week should also be collected. These data will then be split into two datasets as training data and test data, and respectively used for RL training and testing the performance of the framework. In the second step, a rule-based expert system was first developed to determine the schedule of PV power dispatching, battery discharging, and grid power import to meet building demand when electricity price remains unchanged or decreases in the next time step. An RL agent was then constructed and integrated into the rule-based expert system to facilitate the battery charging by using grid power and battery discharging when the electricity prices tend to rise in the next time step. The RL agent was trained using the training data. In the third step, a CART model was developed for the predictive modeling of energy flexibility and investigating the interactions between building energy flexibility and external variables of interest. In the last step, the effectiveness of the RL-RBES integrated strategy was tested based on the test data. It is noteworthy that the RL agent trained in the second step will not be continuously updated using the latest data during the performance test period. Furthermore, the level of building energy flexibility was evaluated by comparing the performance achieved by using the RL-RBES integrated strategy with that of the baseline scenario in which no flexible measures were used, and the relationship between the energy flexibility potential and external variables was
examined by the CART model. The results were then visualized for further analysis to identify useful information for system design and optimization.

2.2. Development of the RL-RBES integrated strategy for energy flexibility enhancement

2.2.1. RL description

An RL algorithm is to enable an agent to interact with the decision environment and optimize its decision-making policy based on the environment exploration data [24]. There are generally two types of RL algorithms, i.e. value-based algorithms such as Q learning, Sarsa, DQN which focus on dealing with discrete actions, and policy gradient-based algorithms such as deep deterministic policy gradient (DDPG) which optimize continuous actions [25]. As the action space used to determine the battery charging and discharging is continuous, the DDPG model was therefore used in this study. The structure and working principle of the DDPG are shown in Fig. 2c). Firstly, the agent observes an initial state \( s_t \), and the actor-network denoted as \( \mu(s|\theta) \) will generate a decision \( a_t \) according to \( s_t \). As the agent implements the decision in the control environment, it steps to the next state \( s_{t+1} \) and meanwhile receives a reward \( r_{t+1} \). The state-action pairs \( (s_t, a_t) \) can be evaluated by using a critic network, i.e. \( Q(s, a|\theta_Q) \). The target actor-network \( \mu'(s|\theta'_\mu) \) will generate an action \( a_{t+1} \) after observing the state \( s_{t+1} \). A target critic network, i.e. \( Q'(s, a|\theta'_Q) \), is then used to evaluate the state-action pairs \( (s_t, a_t) \). The temporal difference error resulting from the \( Q(s, a|\theta_Q) \) and \( Q'(s, a|\theta'_Q) \) can be calculated by Eq. (1), where \( \delta \) indicates the temporal difference error and \( \gamma \) donates the factor that discounts the future rewards [26].

\[
\delta = r_{t+1} + \gamma Q'(s_{t+1}, a_{t+1}|\theta'_Q) - Q(s_t, a_t|\theta_Q)
\]

As the agent repeats the above process, the generated experience data can be collected within a memory buffer. Based on the experience data, the temporal difference error can be minimized by adjusting the weights of the critic network, and the updated critic network can guide the updates of the actor network by using Eq. (2) to generate the optimal actions according to its observations.

\[
\nabla \theta \mu J \approx \frac{1}{n} \sum_i \nabla_a Q(s, a|\theta_Q)|_{s=s_i, a=\mu(s_i)} \nabla_a \mu(s_i|\theta'_\mu)|_{s=s_i}
\]

where \( n \) represents the batch size of data sampling from the buffer [26].

2.2.2. Development and integration of the rule-based expert system with the RL agent

Maximizing the consumption of PV power in buildings has been applied as a common solution to reduce the peak demand for grid power and decrease the electricity costs of buildings. In this study, PV power was prioritized to be consumed by the building when PV generation is available. In this manner, a rule-based expert system was used to determine how to use PV power (i.e. supplying PV

Fig. 2. Outline of the strategy using RL and a rule-based expert system.
power to meet building demand, using PV power to charge the battery, and sharing PV power with neighborhood buildings). It is noteworthy that in this study, instead of exporting surplus PV power to the grid, extra PV power was shared with the neighborhood buildings. The rule-based expert system used is described as follows.

1) PV power will be supplied to meet building demand when PV generation is available, and surplus PV power will also be used to charge the battery. Extra PV power will be supplied to the neighborhood buildings once the battery is fully charged.
2) The battery will be discharged and supplied to the building if PV power cannot meet the demand. Grid power will be imported if the battery is fully discharged. It is noted that in this analysis, the constraints for battery charging and discharging rates were not considered.

In general, the above rules are reliable when PV power and the battery can meet the electricity demand of the building. However, if PV power and the battery cannot meet building demand, grid power should be imported to provide additional power to cover the demand. Due to the variation in the electricity price of the power grid, there are opportunities to further improve building operational performance by using energy flexibility offered by the battery such as charging the battery using the grid power at a low price period and discharging the battery during the high electricity price periods. However, the above rule-based expert system cannot determine when and how much grid power should be imported to charge the battery. If the battery is always fully charged during the low electricity period using the grid power, surplus PV power cannot be used to charge the battery and thereby will result in reduced self-consumption of PV power. In addition, the above rule-based expert system discharges the battery whenever the building demand cannot be covered by the PV power. However, if the PV power and battery were not able to cover the electricity demand, the battery power is preferred to be discharged during peak hours instead of off-peak hours to reduce the electricity cost. To solve these problems, RL was integrated with the rule-based expert system to develop a more robust strategy that can facilitate the decision-making in battery charging and discharging to reduce the electricity cost without sacrificing the self-consumption of PV power.

The detailed strategy is illustrated in Fig. 2. Firstly, the state of charge (SOC) of the battery at the current time step and the TOU electricity price data should be collected, and the hourly data of PV generation, electricity demand for the next 24 h should be predicted based on the prediction of the weather data. It is noteworthy that in this study, the analysis was based on the four-year historical data, and therefore the prediction models of the PV generation and electricity demand were not considered and perfect predictions in these data were assumed. These data were formulated as the input data and supplied to the rule-based expert system. If the electricity tariff was predicted not to increase in the next time step, the rule-based expert system was then used to determine the schedule of PV power dispatching, battery discharging and grid power import. If the electricity tariff was predicted to increase in the next time step, the strategy will then integrate the RL into the rule-based expert system, and the RL will be used to determine how much grid power should be imported to charge the battery or how much power should be discharged from the battery when PV power cannot cover the demand. It is noteworthy that the battery charging and discharging cannot occur simultaneously. In this study, the RL instant reward was the cost reduced by using the RL-RBES integrated strategy compared with the scenario that used a rule-based expert system only. The daily total cost reduction was the total reward for the RL agent during its training process. As the training process iterates, the RL agent can learn an optimal policy to determine battery charging and discharging when there is an increase in the electricity price in the next time step.

2.3. CART model for predictive modeling of building energy flexibility

CART is a widely used decision tree algorithm that can be either used in prediction tasks when the data concerned is numeric or in classification tasks when the data of interest is categorical [27]. In both tasks, the CART model can classify the target variable into several groups according to explanatory variables using a recursive binary data splitting method [28]. In this study, a CART model was developed to quantitatively analyze the building energy flexibility potential under the impact of different external conditions. The weather data (i.e. daily maximum and mean solar irradiances, and daily maximum, mean and minimum outdoor temperatures) and the
day of the week were considered as the explanatory variables and the building energy flexibility data were used as target variables to train the CART model. Once the model was trained, it was then visualized to demonstrate the relationship between external variables and building energy flexibility.

3. Performance testing of the proposed framework

3.1. Description of the case study building and data used for analysis

The case building used for testing the performance of the proposed framework is a net-zero energy office building at the University of Wollongong, Australia. The building consists of two interconnected wings with a total floor area of 2600 m$^2$, as shown in Fig. 3. The southern wing has two stories. The first floor is an open-plan office and the ground floor consists of an exhibition space, laboratories, teaching spaces, and amenities. The northern wing is a high bay workshop space, which is naturally ventilated. To reduce building energy consumption, a wide range of renewable and energy-efficient systems were used in this building such as PV panels, transpired solar collectors, a ground source heat pump system, an air source heat pump system, a battery storage system, and cool roofs. As the main power generation source, PV arrays with a generation capacity of 160 kW, and a battery with a storage capacity of 39.6 kWh were selected as the flexible sources in this study although the HVAC system also offers some degrees of energy flexibility. The main electricity consumers of the building include the HVAC system, lighting, computers, lifting, overhead crane, and plug-in equipment such as an electric car charging station and experimental facilities.

The PV generation data and the electricity demand data used in this study were from January 1, 2017 to December 31, 2020 with a resolution of 1 h, which was collected from the Building Management System. The data from 2017 to 2018 were used for the RL agent training while that from 2019 to 2020 were used for testing the performance of the RL-RBES integrated strategy and the framework developed. It is noted that missing data for a short time (i.e. within 1 h) was filled using linear interpolation, while those missing for more than 1 h were not used in this study. The PV electricity generation data and building electricity demand data in 2017 are illustrated in Fig. 4.

The daily TOU electricity price data used in this study are presented in Table 1, which was sourced from the Business Flexible Server.
of the Australian Gas Light Company [29].

In the CART analysis, only the weather data (including outdoor temperature and solar irradiance) and the day of the week were considered as the external variables that influence the flexibility potential of the building. Due to the sensor fault, only the weather data from July 31, 2020 to December 19, 2020 were collected from the Building Management System and were used for CART analysis in this study.

3.2. Performance evaluation of the RL-RBES integrated strategy for building energy flexibility enhancement

The performance of the RL-RBES integrated strategy was tested using the test data from January 01, 2019 to December 31, 2020. The PV generation and electricity demand profiles of several selected representative days are illustrated in Fig. 5 to demonstrate how this strategy can improve building energy flexibility by optimizing the battery charging and discharging. In this analysis, the same battery charging and discharging efficiency of 0.92 was used, according to Ref. [30].

It can be observed from Fig. 5 a)-c) that the grid power was imported to charge the battery before 7 a.m. if PV generation and the battery were not enough to cover the electricity demand of the building of that day. However, the SOC of the battery during the off-peak hours was different under different scenarios. As shown in Fig. 5 a), the RL agent did not fully charge the battery before 7 a.m. on that test day. Instead, the battery was partially charged before 7 a.m. in order to meet the demand in the following three or four hours, and after that, PV power started to be surplus and was used to charge the battery. When PV power was much less than the demand during the shoulder hours as shown in Fig. 5 b), the RL agent decided to fully charge the battery before 7 a.m. in order to shift the grid power demand from the shoulder hours to off-peak hours. If the building demand was much higher than PV generation during both peak and shoulder hours, the battery was fully charged before 7 a.m. and discharged during the shoulder hours and charged again before 1 p.m. in order to reduce grid power during the peak demand periods, as shown in Fig. 5 c). From Fig. 5 d), it can be seen that the grid power will not be used to charge the battery at all when the PV was in extreme surplus on the test day since PV power alone can fully charge the battery and cover the electricity demand of the building during peak and shoulder hours.

From Fig. 5 e), it can be seen that only a small fraction of battery power was discharged to meet the demand before 1 p.m., and grid power was imported to meet the additional demand that was not covered by PV power and discharged battery power. The majority of the battery power was discharged to reduce the grid power import during the following peak hours to decrease the electricity cost. The above results demonstrated the potential of this strategy to further improve energy flexibility by optimizing battery charging and discharging.

The amounts of electricity charged to the battery by using PV power and grid power for all the test days in 2019 and 2020 are presented in Fig. 6 a) and b), respectively. It can be observed that for the majority of the test days, PV power became to be surplus and was used to charge the battery between 7 a.m. and 9 a.m. Grid power was also frequently used to charge the battery before 7 a.m. especially when PV power became to be surplus after 9 a.m. The power charged in the battery was frequently used to reduce the grid power import during shoulder and peak hours (i.e. from 7:00 to 22:00) when the PV generation was not sufficient to cover the demand as shown in Fig. 6 c). It is noteworthy that in some cases, a small fraction of battery power was discharged during the off-peak hours (after 22:00) as shown in Fig. 6c). This is because the battery power was not fully discharged during peak and shoulder hours, and the remaining battery power was then used to reduce the grid power import during the following off-peak hours. However, it was found that the battery was not always charged with grid power during the shoulder price periods as shown in Fig. 6 b). This is because the difference between the shoulder electricity price and peak electricity price was insignificant. Due to the presence of the power charging and discharging efficiencies, limited cost-saving potential can be resulted from charging the battery during shoulder hours and discharging it during peak price hours. The strategy thereby made a careful decision to charge the battery during the shoulder price periods. Another reason is that surplus PV power was usually available to charge the battery and grid power was less frequently required to charge the battery during this time period.

The performance of the RL-RBES integrated strategy was further evaluated under different scenarios presented in Table 2. Three indicators, including self-consumption ratio (SCR), self-sufficiency ratio (SSR) and cost reduction ratio (SRR), as expressed in Eqs. (3)-(5), were used to evaluate the flexibility potential achieved under different scenarios [31,32].

$$SCR = \frac{\sum_{i=1}^{N} P_{demand} \cdot \Delta t - (\sum_{i=1}^{N} P_{grid - building} \cdot \Delta t + \eta_{discharging} \cdot \eta_{charging} \cdot \sum_{i=1}^{N} P_{grid - battery} \cdot \Delta t)}{\sum_{i=1}^{N} P_{grid} \cdot \Delta t}$$  (3)

$$SSR = \frac{\sum_{i=1}^{N} P_{demand} \cdot \Delta t - (\sum_{i=1}^{N} P_{grid - building} \cdot \Delta t + \eta_{discharging} \cdot \eta_{charging} \cdot \sum_{i=1}^{N} P_{grid - battery} \cdot \Delta t)}{\sum_{i=1}^{N} P_{demand} \cdot \Delta t}$$  (4)

<table>
<thead>
<tr>
<th>Time</th>
<th>Electricity price (AUD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>00:00 - 07:00</td>
<td>0.1349</td>
</tr>
<tr>
<td>07:00 - 13:00</td>
<td>0.2936</td>
</tr>
<tr>
<td>13:00 - 20:00</td>
<td>0.3564</td>
</tr>
<tr>
<td>20:00 - 22:00</td>
<td>0.2936</td>
</tr>
<tr>
<td>22:00 - 24:00</td>
<td>0.1349</td>
</tr>
</tbody>
</table>
\[
CRR = \frac{\sum_{i=1}^{N} C_i \cdot P_{\text{demand},i} \cdot \Delta t - \sum_{i=1}^{N} C_i \cdot P_{\text{grid},i} \cdot \Delta t}{\sum_{i=1}^{N} C_i \cdot P_{\text{demand},i} \cdot \Delta t}
\]

where \( P_{\text{PV}} \) is the PV power generation, \( P_{\text{demand}} \) is the building electricity demand, \( P_{\text{grid-building}} \) is the grid power directly supplied to the building, \( P_{\text{grid-battery}} \) is the grid power used to charge the battery, \( C \) presents the electricity cost, \( P_{\text{grid}} \) is the electricity import from the grid, \( N \) is the total number of time steps, which was 24 for a day, and \( \Delta t \) is the duration of a time step, i.e. 1 h in this study. \( \eta_{\text{charging}} \) and \( \eta_{\text{discharging}} \) indicate battery charging efficiency and discharging efficiency, respectively.

The baseline scenario did not use PV and the battery, and grid power was used to cover all building demand. In Scenario #1, PV was used to supply the electricity to the building and surplus PV power was shared with the neighboring buildings, while grid power was used when PV generation is insufficient.

In Scenarios #2-#4, both PV and the battery were used. Scenarios #2 and #3 both used the rule-based expert system. However, grid power was not used to charge the battery in Scenario #2, while grid power was used to fully charge the battery during the off-peak
period in Scenario #3. In Scenario #4, the proposed RL-RBES integrated strategy was used.

The performance of these scenarios is compared in Fig. 7 in terms of the three energy flexibility indicators used. It is noteworthy that the values of flexibility indicators in Fig. 7 were calculated based on the daily data of the whole performance testing period according to Eqs. (3)–(5). It can be observed that Scenarios #2–4 outperformed the baseline strategy. Scenario #4 using the proposed strategy showed the overall best flexibility and achieved the lowest cost as compared with the other scenarios, although its grid power consumption and PV power consumption were similar to that of Scenario #2.

Table 3 summarizes the performance improvements of Scenario #4 which used the RL-RBES integrated strategy in comparison with Scenarios #2 and #3, which used the rule-based expert system only. It was shown that the RL-RBES integrated strategy can reduce the electricity cost by up to 4.6% and 7.0% respectively, as compared with Scenario #2 and Scenario #3. The grid power consumption was reduced by 10.6% and PV power consumption was increased by 9.2% when compared with Scenario #3. This is because, in Scenario #3, the battery was always charged by the grid power during off-peak hours to decrease grid power consumption during shoulder or peak hours. However, this practice can limit the storage capacity of the battery to store surplus PV power during peak or shoulder hours, ultimately reducing the self-consumption of PV power. The proposed strategy can properly optimize the grid power import for battery charging, ensuring that storage capacity is available for surplus PV power. It is noteworthy that the RL-RBES integrated strategy led to a slight increase in the grid power consumption due to the power loss during the battery charging and discharging, and

![Fig. 5. (continued).](image-url)
an 0.1% decrease in the PV power consumption, when compared with Scenario #2. However, these values were acceptable when considering the increase in the cost reduction ratio achieved by the RL-RBES integrated strategy.

Calendar heat maps of different flexibility indicators during the performance test periods are shown in Figs. 8–10. It can be observed that, for cost reduction ratios and self-sufficiency ratios, the days in the summer time were higher than those in the winter time due to abundant solar irradiance in summer. In terms of the self-consumption ratio, higher values were observed during winter time. The self-consumption ratio of the majority of the days was in the range of 0.4 (40%) - 1.0 (100%) during July and August of 2020. This is because solar irradiance was not abundant during this period, and a large proportion of PV power generated was consumed by the building.

3.3. Results of classification and regression tree analysis

To investigate the relationship between energy flexibility indicators and external variables, the data of the daily maximum and mean solar irradiances, daily minimum, maximum and mean outdoor temperatures, and the day of the week were extracted from the weather dataset and used as interest external variables for analysis. The importance of different variables in terms of their influences on the flexibility indicators was first identified using the CART model, and the results are shown in Fig. 11.

It can be observed that solar irradiance was the most important variable that influenced the flexibility potential of the building. The maximum solar irradiance was the most important influential variable for the cost reduction ratio and self-sufficiency ratio, while the daily mean solar irradiance was the most significant influential variable for the self-consumption ratio. According to Ref. [33], the features with the top 50% importance factors were used in the CART analysis for each flexibility indicator, and the results are shown in Figs. 12–14. In each figure, the values of the flexibility indicator were classified into several groups based on the values of explanatory variables. It can be observed that, in Figs. 12 and 13, when the daily maximum solar irradiance was above 717.5 W/m² and the daily mean solar irradiance was above 317.0 W/m², the daily average cost reduction ratio was 0.89. When the daily maximum solar irradiance was above 717.5 W/m², the daily mean temperature was higher than 19.5 °C and the mean solar irradiance was above 202.4 W/m², the daily average self-sufficiency ratio can reach 0.75. However, when the daily mean solar irradiance was below 62.4 W/m², the daily average cost reduction ratio and the self-sufficiency ratio were only 0.28 and 0.21, respectively.

The daily average self-consumption ratio was higher than 0.65 when the daily mean solar irradiance was less than 132.2 W/m² and can even reach 0.98 when the daily maximum solar irradiance was less than 331.2 W/m² due to the limited PV power generation (Fig. 14). However, when the daily mean solar irradiance was higher than 186.7 W/m², and the daily mean temperature was less than 22.3 °C, the daily average self-consumption ratio was only 0.35, due to the relatively higher PV power generation but lower building electricity demand. The information discovered by the CART analysis can be helpful to further assist in improving the energy flexibility of the case study building.

The CART analysis identified the energy flexibility level of the case study building under different external conditions. However, the conclusions generated from the CART analysis may not be able to directly apply to other buildings with different system designs or buildings located in different climate zones. Since the flexibility level of the building is closely linked with its demand, the capacities of PV generation and battery storage, the building flexibility levels under different ratios among daily maximum PV generation, daily maximum electricity demand, and battery capacity were summarized based on the results of CART analysis. These results are presented in Appendix to provide useful references for system design and performance evaluation of other buildings.

This study then investigated the impact of battery capacity on the energy flexibility level of the building. Various scenarios were
Fig. 6. Battery charging and discharging during the test days.

Table 2

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>PV</th>
<th>Battery</th>
<th>Considering battery charging by grid power</th>
<th>Rule-based expert system only</th>
<th>RL-RBES integrated strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Scenario #1</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Scenario #2</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Scenario #3</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Scenario #4</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
developed with the battery capacity ranging from 0 kWh to 81 kWh, which corresponded to 0%–60% of the maximum hourly PV generation (i.e. ~135 kWh) according to the historical data. Given the strong dynamics of PV generation and the relative stability of the building electricity demand, the building energy flexibility levels under different battery capacity design scenarios were evaluated under high solar irradiance and low solar irradiance conditions. Based on the CART analysis in Figs. 12–14, the conditions, when the daily maximum solar irradiation was above 717.5 kW/m², and the daily average solar irradiation was above 317 kW/m², were selected as high solar irradiance conditions, while the conditions, when the daily mean solar irradiance was below 62.4 kW/m², was considered as low solar irradiance conditions. The values of different flexibility indicators under different scenarios of battery capacity design and different external conditions are shown in Figs. 15 and 16, respectively.

The observations from Fig. 15 indicated that increasing battery capacity led to noticeable increases in all flexibility indicators when the solar irradiance was high, as the higher battery capacity enabled storage of more surplus PV power, which can be used to meet building demand when PV generation is insufficient. However, during low solar irradiance conditions as illustrated in Fig. 16, an increase in battery capacity may not considerably enhance the SCR and SSR, although there was a significant improvement in the CRR, particularly when the battery capacity exceeded 27.0 kWh. This is primarily due to the limited surplus PV generation during low solar irradiance conditions, causing the battery to primarily facilitate grid power import to reduce electricity costs, as mentioned in Section 3.2. These results can offer valuable insights into the optimization of battery capacity to maximize building energy flexibility, taking into account the impact of weather and climate conditions, as well as the cost of the battery.

4. Conclusion
This paper presented a new framework that used reinforcement learning (RL), a rule-based expert system and a Classification and Regression tree (CART) to improve building energy flexibility. In this framework, an integrated strategy employing an RL agent and a rule-based expert system (RL-RBES) was used to maximize the self-consumption of PV power and minimize the electricity cost by optimizing the grid power import for battery charging and battery discharging according to the time of use electricity prices. A CART model was used to quantify building energy flexibility under different external conditions to evaluate the building performance under changing environments and provide useful information for building design and optimization. The energy consumption data and PV power generation data from 2017 to 2020, time of use electricity prices, weather data, and day of the week information were used to

Table 3
Performance improvement of using the RL-RBES integrated strategy in comparison with the rule-based strategies.

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>Cost</th>
<th>Grid power consumption</th>
<th>Consumption of PV power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario #4 compared with #2</td>
<td>4.6%↓</td>
<td>1.5%↑</td>
<td>0.1%↓</td>
</tr>
<tr>
<td>Scenario #4 compared with #3</td>
<td>7.0%↓</td>
<td>10.6%↓</td>
<td>9.2%↑</td>
</tr>
</tbody>
</table>

Fig. 7. Performance comparison between the scenarios using the RL-RBES integrated strategy and those using rule-based expert systems only.
Fig. 8. Cost reduction ratios due to the use of the RL-RBES integrated strategy.

Fig. 9. Self-consumption ratios due to the use of the RL-RBES integrated strategy.
test the performance of the proposed framework. It was found that the RL-RBES strategy can reduce the two-year electricity costs of the building by 4.6% while maintaining the self-consumption of PV power and self-sufficiency at similar levels when compared with the rule-based expert system which did not charge the battery using grid power. Compared with the rule-based expert system which fully charged the battery during low electricity price periods, the proposed strategy can reduce the energy cost by up to 7.0%, and increase the self-consumption ratio and self-sufficiency ratio by up to 10.6% and 9.2%, respectively.

The CART analysis identified the daily maximum solar irradiance as the most significant variable influencing the cost reduction ratio and the self-sufficiency ratio, while the daily mean solar irradiance was the most significant factor affecting the PV power self-consumption ratio. The maximum daily cost reduction ratio, self-sufficiency ratio and self-consumption ratio of the building can reach 0.89, 0.75 and 0.98 when the RL-RBES strategy was used. Furthermore, increasing the battery size can further increase the flexibility level of the building, particularly under high solar irradiance conditions. It can also reduce the electricity cost during low solar irradiance conditions. The findings of this study can be beneficial for optimizing building operations and design.

Fig. 10. Self-sufficiency ratios of the PV power due to the use of the RL-RBES integrated strategy.

Fig. 11. Importance factors of different variables in terms of their influences on different flexibility indicators (where $I_{\text{max}}$ and $I_{\text{mean}}$ represent the daily maximum and mean solar irradiances, respectively; $T_{\text{min}}$, $T_{\text{max}}$ and $T_{\text{mean}}$ indicate daily minimum, maximum, and mean outdoor temperatures, respectively).
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Appendix

Table I presents the impact of the ratios among daily maximum PV generation, daily maximum electricity demand, and battery capacity on the energy flexibility levels based on the data grouped by the CART analysis in Figs. 13–15. The results showed that a larger ratio between daily maximum PV generation and battery capacity increased the CRR and SSR but decreased the SCR, as battery capacity limited PV power consumption. While variations in generation and demand profiles introduced some uncertainties, this information remained valuable for system design and can be used as a reference to evaluate buildings with different system designs.
### Table I
Energy flexibility indicators under different ratios among PV power, electricity demand and battery capacity.

<table>
<thead>
<tr>
<th>Groups</th>
<th>$P_{max}$ : $D_{max}$ : $C_b$</th>
<th>$P_{ave}$ : $D_{ave}$ : $C_b$</th>
<th>CRR</th>
<th>SCR</th>
<th>SSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 13</td>
<td>2.59 : 0.87 : 1</td>
<td>0.87 : 0.37 : 1</td>
<td>0.89</td>
<td>0.33</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>2.44 : 0.68 : 1</td>
<td>0.68 : 0.39 : 1</td>
<td>0.79</td>
<td>0.40</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>1.74 : 0.41 : 1</td>
<td>0.41 : 0.36 : 1</td>
<td>0.73</td>
<td>0.58</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>1.84 : 0.46 : 1</td>
<td>0.46 : 0.53 : 1</td>
<td>0.62</td>
<td>0.61</td>
<td>0.50</td>
</tr>
</tbody>
</table>

(continued on next page)

**Fig. 13.** Relationships between the external variables and the self-sufficiency ratio.

**Fig. 14.** Relationships between the external variables and the self-consumption ratio.
Table I (continued)

<table>
<thead>
<tr>
<th>Groups</th>
<th>$P_{\text{max}}$ : $D_{\text{max}}$ : $C_b$</th>
<th>$P_{\text{ave}}$ : $D_{\text{ave}}$ : $C_b$</th>
<th>CRR</th>
<th>SCR</th>
<th>SSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 14</td>
<td>0.70 : 0.11 : 1</td>
<td>0.11 : 0.55 : 1</td>
<td>0.28</td>
<td>0.99</td>
<td>0.21</td>
</tr>
<tr>
<td>2.49 : 0.76 : 1</td>
<td>0.76 : 0.40 : 1</td>
<td>0.85</td>
<td>0.40</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>2.53 : 0.75 : 1</td>
<td>0.75 : 0.36 : 1</td>
<td>0.80</td>
<td>0.98</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>2.14 : 0.50 : 1</td>
<td>0.50 : 0.38 : 1</td>
<td>0.78</td>
<td>0.98</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>2.40 : 0.58 : 1</td>
<td>0.58 : 0.46 : 1</td>
<td>0.69</td>
<td>0.98</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>1.59 : 0.39 : 1</td>
<td>0.38 : 0.38 : 1</td>
<td>0.70</td>
<td>0.98</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>2.00 : 1.11 : 1</td>
<td>0.51 : 0.56 : 1</td>
<td>0.61</td>
<td>0.99</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>0.70 : 0.11 : 1</td>
<td>0.11 : 0.55 : 1</td>
<td>0.28</td>
<td>0.99</td>
<td>0.21</td>
<td></td>
</tr>
</tbody>
</table>

| Fig. 15 | 2.54 : 0.71 : 1 | 0.71 : 0.56 : 1 | 0.82 | 0.6 | 0.75 |
| 2.48 : 0.73 : 1 | 0.73 : 0.38 : 1 | 0.79 | 0.35 | 0.68 |
| 2.06 : 0.49 : 1 | 0.49 : 0.47 : 1 | 0.77 | 0.62 | 0.65 |
| 2.11 : 0.53 : 1 | 0.53 : 0.48 : 1 | 0.68 | 0.48 | 0.56 |
| 1.78 : 0.35 : 1 | 0.35 : 0.44 : 1 | 0.66 | 0.8 | 0.54 |
| 1.24 : 0.28 : 1 | 0.28 : 0.43 : 1 | 0.65 | 0.8 | 0.54 |
| 0.72 : 0.15 : 1 | 0.15 : 0.51 : 1 | 0.42 | 0.98 | 0.42 |

*$P_{\text{max}}$ and $P_{\text{ave}}$ represent the daily maximum and average PV generation, respectively. $D_{\text{max}}$ and $D_{\text{ave}}$ are the daily maximum and average electricity demand, respectively.

Fig. 15. Energy flexibility levels of different scenarios of battery capacity design under high solar irradiance conditions.

Fig. 16. Energy flexibility levels of different scenarios of battery capacity design under low solar irradiance conditions.
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