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Abstract: The crowdsourcing system is an internet-based distributed problem-solving and production organization model, which has been applied in human–computer interaction, databases, natural language processing, machine learning and other fields. It guides the public to complete some tasks through specific strategies and methods. However, rational and selfish workers in crowdsourcing systems will submit solutions of different qualities in order to maximize their own benefits. Therefore, how to choose optimal strategies for selfish workers to maximize their benefits is important and crucial in such a scenario. In this paper, we propose a decision optimization method with incomplete information in a crowdsourcing system based on zero-determinant (ZD) strategies to help workers make optimal decisions. We first formulate the crowdsourcing problem, where workers have “winner-takes-all” rules as an iterated game with incomplete information. Subsequently, we analyze the optimal decision of workers in crowdsourcing systems in terms of ZD strategies, for which we find conditions to reach the maximum payoff of a focused worker. In addition, the analysis helps understand what solutions selfish workers will submit under the condition of having incomplete information. Finally, numerical simulations illustrate the performances of different strategies and the effects of the parameters on the payoffs of the focused worker.
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1. Introduction

1.1. Background and Motivation

A crowdsourcing system refers to the practical framework of a company or organization outsourcing work tasks that used to be performed by workers in a voluntary manner to non-specific mass networks. Over the past decade, crowdsourcing has become a low-cost effective way to obtain simple task solutions that are difficult for humans but easy for computers [1–3]. In addition, the crowdsourcing system can be regarded as a network containing many workers as nodes. Furthermore, crowdsourcing has developed into an effective model for many challenging issues, such as algorithm theory, artificial intelligence and algorithm mechanism design [4,5].

Specifically, the core of crowdsourcing lies in the wisdom of the crowd and outsourcing [6]. Firstly, the requesters post tasks on the crowdsourcing platform and provide relevant rewards. Then, the workers accept the tasks according to their own considerations. After the tasks are solved, workers submit their solutions to the crowdsourcing platform,
which delivers them to the requesters. Finally, the system rewards the workers based on
the quality of the solutions evaluated [7, 8].

Workers who accept the tasks are clear about the task objectives. Therefore, they
analyze various possible action plans and select the optimal one to form a complete
decision-making process. Specifically, each worker has some incomplete information; i.e.,
he or she only knows his or her own information but not that of the others [9]. In this case,
each worker only knows the quality of the solution he or she will provide but does not
know the quality of the solutions provided by other workers [10].

Moreover, workers are always strategic by submitting different quality solutions to
maximize their own benefits. They will choose the right strategy from their strategy sets to
accomplish the tasks. When a worker receives a task posted by a requester, he or she may be
selfish, while all workers want to maximize their own benefits. The solution submitted by
each worker is the best response to the solutions chosen by other workers [11]. However, in
cases where the requester posts more than one task in a crowdsourcing system, each worker
chooses to participate in the tasks and submit more than one solution. As a consequence,
in the context of incomplete information [12], how to make decisions for selfish and greedy
workers to obtain the maximum benefit becomes a crucial issue to explore in crowdsourcing
systems. The analysis provides a valuable reference for future research.

1.2. Problem Formulation

In general, crowdsourcing systems classify tasks into different types. For example,
some question answering software includes dozens of task types, from study to travel.
Therefore, a crowdsourcing process will last for a long time. In this case, there are
a number of tasks in the crowdsourcing systems, and the tasks are accomplished through
a bundled scheme, i.e., several tasks operate as a group with reward splitting [13]. When
a task is published, the requester submits its reward to the crowdsourcing platform. The
crowdsourcing platform bundles several tasks, which need to be completed one by one in
sequence. As for workers, they can invest different levels of effort to solve a task, which
results in different levels of contributions. After the task is resolved and the requester’s
comments are received, the crowdsourcing platform distributes the rewards to all workers
participating in the task. Specifically, if the quality of the solution is high, the requester will
give a large reward to the worker, while if the quality of the solution is low, the requester
will give a small reward or even no reward. This is called the “winner-takes-all” rule [13, 14].

We consider the problem of optimal decision making under the rule of “winner-takes-
all” in crowdsourcing systems [15], that is, how to provide optimal quality of solutions for
selfish workers to maximize their own benefits. Here, the problem is challenging in the
following aspects. First, the strategies of workers influence each other, as each worker’s
choices affect the benefits of other workers as well as the quality of the solutions they submit.
Second, the process is iterative toward a number of tasks, in which workers will make
certain adaptive decisions according to other workers’ strategies, and each worker’s current
choice will influence other workers’ future choices. Third, each worker has only incomplete
information. Therefore, under these conditions, it is difficult for a worker to guess the
behaviors of other workers so as to make an optimal decision in the iterating process.

1.3. Solution and Contributions

Our focus is to help a worker choose the best strategies in a crowdsourcing system
to maximize his or her benefits. Although a worker will not know the strategies of other
workers, he or she can try to find the sum benefits of other workers. In 2012, Press and
Dyson [16] showed the existence of ZD strategies, which allowed a player to unilaterally
enforce a linear relationship between his or her payoff and the co-player’s payoff, regardless
of the strategy of the co-player. Inspired by this, we apply ZD strategies to deal with the
optimal decision making for workers with incomplete information in a crowdsourcing
system. The contributions of this paper are as follows.
• A crowdsourcing scenario is modeled, where workers have incomplete information, as an iterative game. In this model, the requester allocates the reward according to the “winner-takes-all” rule, for which solutions provided by different workers are independent, and selfish workers compete for the reward also with incomplete information.

• A theoretic method with ZD strategies is proposed to analyze the optimal decision-making problem in crowdsourcing systems. Moreover, the conditions to reach the maximum payoff of the focused worker who uses ZD strategies are obtained.

• Our analysis helps understand what solutions selfish workers will submit under the condition of having incomplete information. Furthermore, we provide a new optimization method, by which the optimal decision is reached in a bottom–up manner subject to incomplete information.

This paper is organized as follows. In Section 2, the relevant literature is compared. In Section 3, the crowdsourcing system is modeled as an iterative game. In addition, the ZD strategies are applied to analyze the optimal solutions of crowdsourcing systems. In Section 4, the optimization strategies are simulated numerically. Finally, conclusions are drawn in Section 5.

2. Literature Review

Lately, crowdsourcing has attracted a lot of attention [17–19], which contains applications to the design [20,21] and algorithms [22]. Performance issues in user behavior have also been investigated, with applications to quality management, incentive design, and equity [23]. Crowdsourcing is designed primarily for solving challenging tasks that require specific skills. Elance [7] and Fiverr [8] are two real crowdsourcing systems. The least worker selection was studied in [24] to enable large-scale crowdsourcing systems to improve the effectiveness of perception tasks. In [25], an optimal model and blockchain-based architecture are developed to manage the operation of crowdsourced energy systems. Moreover, there are also some novel optimization algorithms. For example, the combination of data envelopment analysis and the Malmquist index method can be used to assess the efficiency of the cybersecurity industry [26].

In addition, there are some studies focusing on strategic crowdsourcing. In social networks, in order to optimize social welfare and reduce time complexity, two efficient mechanisms are constructed for different-scale applications. However, there are few works focusing on the decision making in crowdsourcing systems. In particular, few works studied the behavior of “winner-takes-all” in crowdsourcing systems [27–29]. As an application example, a fully unsupervised pipeline was proposed to train a convolutional neural network that effectively eliminates misclassified pixels. As the model was trained, the quality of the generated labels was improved [30,31].

Meanwhile, game theory is used to explore crowdsourcing. For instance, a game theory framework is built to study user behavior and motivational patterns in social media networks in [32,33]. Especially, ZD strategies are a class of conditional strategies in game theory. Moreover, ZD strategies in finitely repeated (two-person) prisoners dilemma games with a general payoff matrix are discussed in [34,35]. For example, ZD strategies are applied to multi-player social dilemmas to obtain a ZD Nash equilibrium [36,37]. In addition, ZD strategies can also be applied to crowdsourcing systems [38] and blockchain [39].

In this paper, we focus on the decision making of selfish workers with incomplete information under the rule of “winner-takes-all” from the viewpoint of game theory. First, compared with the results of [13], we consider that in the complex interaction process among workers, the solutions submitted by each worker are not only determined by themselves but also influenced by the results of other workers in the last interaction process. In particular, each worker has incomplete information. Second, we consider the effect of “winner-takes-all” on the decision making in crowdsourcing systems. In contrast, in [28], the main concern is the “winner-takes-all” dynamics, and in [13], the incentive mechanism of the crowdsourcing system is studied under the rule of “winner-takes-all”. Third, compared with the results of [14,34,35] which only considered the dynamic problem of the strategy,
we extend the multi-player ZD strategy theory and realize the optimization of worker’s payoff in the case of incomplete information. Last, compared with [4,21] which mainly used the ZD strategy to improve the social welfare of the crowdsourcing system, this paper mainly focuses on maximizing the workers’ own payoffs.

3. Method and System Model

3.1. Crowdsourcing System

Generally, there are a number of tasks in a crowdsourcing system. A typical crowdsourcing system categorizes tasks into different types. In this paper, we mainly analyze one type of task, which can be extended to multiple tasks. In so doing, we can regard multiple-task process as a long-term iterative process.

We first consider the crowdsourcing process with one task. The requester publishes the task in the crowdsourcing system and provides reward for any worker to complete the task. A worker can choose to receive the task according to his or her convenience and provide a solution to the requester within the specified time. All workers’ solutions are mutually independent, and they can strategically select the level of the contribution they wish to submit. For simplicity, we focus on two levels of contribution in this paper, which corresponds to a high-quality solution $H$ and a low-quality solution $L$, respectively. At the same time, each worker only knows the solution he or she proposes but does not know that of other workers. That is, in the case of incomplete information, selfish workers would try to maximize their interests. Once the workers submitted their solutions, the requester evaluates their solutions and distributes the rewards under the “winner-takes-all” rule. The prepared rewards will be distributed to those who provide high-quality solutions, while the workers who provide low-quality solutions will receive no rewards. If no one provides a high-quality solution, then the rewards will be divided equally among all workers.

In crowdsourcing systems, it is common for requesters to distribute rewards based on the quality of workers’ solutions, e.g., Elance [7] and Fiverr [8]. Each worker chooses to take on tasks and demonstrate their skills. After completing the task, the corresponding payoffs will be obtained according to the “winner-takes-all” rule developed by requesters. For clarity, the notations are summarized in Table 1.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Meaning of Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Total number of players</td>
</tr>
<tr>
<td>$r$</td>
<td>The reward provided by requester</td>
</tr>
<tr>
<td>$c_s$</td>
<td>The cost of worker with the $s$-th level of the solution</td>
</tr>
<tr>
<td>$R_k$</td>
<td>The reward of worker $k$</td>
</tr>
<tr>
<td>$k$</td>
<td>The index of worker</td>
</tr>
<tr>
<td>$j$</td>
<td>The index of focused worker</td>
</tr>
<tr>
<td>$x_k$</td>
<td>The strategy of worker $k$</td>
</tr>
<tr>
<td>$N_l$</td>
<td>The threshold value of strategy $t_s$</td>
</tr>
<tr>
<td>$i$</td>
<td>The $i$-th result of each round</td>
</tr>
<tr>
<td>$n$</td>
<td>The number of workers with high-quality solutions except the focused worker</td>
</tr>
<tr>
<td>$p_k$</td>
<td>Worker $k$’s mixed strategy vector</td>
</tr>
<tr>
<td>$p^j_i$</td>
<td>The focused worker $j$ takes a ZD strategy</td>
</tr>
<tr>
<td>$p^k_i$</td>
<td>The conditional probability of worker $k$ with outcome $i$</td>
</tr>
<tr>
<td>$U^k$</td>
<td>The payoff vector of worker $k$</td>
</tr>
<tr>
<td>$U^k_i$</td>
<td>The payoff of worker $k$ of $i$-th outcome</td>
</tr>
</tbody>
</table>
Workers will select their strategies from the strategy set because the payoff of workers will decrease as the number of high-level solutions. Thus, there is a threshold value where \( k \) worker share the reward equally.

Clearly, for a multiple-task process with repeated interactions of workers in crowdsourcing, the impacts of their actions during any rounds of future feedback from the other players. In the process, it is necessary for workers to consider their strategies under the situation of incomplete information. Under this condition, providing high-level solutions is not always a best choice for some workers, where \( k \) represents worker's strategy. Let \( u_k(X) \) be the payoff of worker taking strategy \( x_k \), where \( x_k \in X \). Now, define worker \( k \)'s payoffs as follows:

\[
u_k(X) = R_k(X) - c_s, \tag{1}
\]

where \( R_k(X) \) is worker \( k \)'s reward, and \( c_s \) is the cost corresponding to contribution \( H \) or \( L \), i.e., \( c_s = c_H \) (or \( c_s = c_L \)), if the worker chooses the strategy \( H \) (or \( L \)). We apply the “winner-takes-all” reward allocation scheme to express \( R_k(X) \). Under this allocation scheme, \( R_k(X) \) is determined by the number of workers submitting high-quality solutions. Only workers who submit high-quality solutions \( H \) will receive rewards; otherwise, there will be no rewards. However, if all workers provide a low-quality solution \( L \), then all workers share the reward equally.

Assume that \( r > c_H \) and \( \frac{r}{N} - c_L < 0 \), which result from the incentive for each worker for participation and the utility of each worker being smaller than 0, when many workers share the rewards. Thus, there is a threshold value \( N_l \) that satisfies the inequality \( r - c_L > r - c_H > \frac{r}{N} - c_H > 0 > \frac{r}{N_l+1} - c_L > \frac{r}{N_l+1} - c_H > \frac{r}{N} - c_L > \frac{r}{N} - c_H \) (see Table 2). Under this condition, providing high-level solutions is not always a best choice for some workers, because the payoff of workers will decrease as the number of high-level solutions increases. The low-level solutions become favorable when too many workers provide high-level solutions \( (\frac{r}{N_l+1} - c_H < -c_L) \). In this case, doing nothing is better than performing the task except for every worker providing low-level solutions. Thus, it is difficult for selfish workers to choose a best strategy under the situation of incomplete information.

### Table 2. Payoff matrix of workers.

<table>
<thead>
<tr>
<th>Number of ( H )</th>
<th>( N - 1 )</th>
<th>( ..., )</th>
<th>( N_l - 1 )</th>
<th>( ..., )</th>
<th>( 1 )</th>
<th>( 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payoff of ( H )</td>
<td>( \frac{r}{N} - c_H )</td>
<td>( ..., )</td>
<td>( \frac{r}{N} - c_H )</td>
<td>( ..., )</td>
<td>( \frac{r}{N} - c_H )</td>
<td>( r - c_H )</td>
</tr>
<tr>
<td>Payoff of ( L )</td>
<td>( -c_L )</td>
<td>( ..., )</td>
<td>( -c_L )</td>
<td>( ..., )</td>
<td>( -c_L )</td>
<td>( \frac{r}{N} - c_L )</td>
</tr>
</tbody>
</table>

As for a multiple-task process, the continuous interactions of workers are modeled as an iterated game in this paper. In the process, it is necessary for workers to consider the impacts of their actions during any rounds of future feedback from the other players. Clearly, for a multiple-task process with repeated interactions of workers in crowdsourcing, the situation becomes more complicated. Thus, how to make decisions for selfishness workers to obtain the maximum payoff over the course of a long iterative process becomes...
a challenging question. In the following subsection, we will consider how workers can make an optimal decision in an incomplete information scenario.

3.3. ZD Strategies for Multiple-Player Iterated Games

An iterative game consists of several consecutive games played by the same opponents. For the infinite iterative game, it was found that there was no advantage for the long-memory player over the short-memory player in [16]. Thus, we assume that every player remembers only the previous move, i.e., at the current iteration of the game, the actions of all players depend only on the outcome of the previous round. As a result, players will only adjust their strategies based on the outcome of the previous round. Then, the process can be a stochastic process, which can be represented by a Markov chain. As a result, there is a corresponding transition matrix \( M \), which is calculated based on the output probability of the previous round and the possible output probability of this round. In particular, if \( M_{ij} \neq 0 \) (for all \( i, j \)), then the chain is ergodic. In this case, \( \lim_{t \to \infty} M^t = (\pi, \pi, \ldots, \pi) \), where \( \pi \) is the stationary distribution of the chain and is captured by \( \pi^T \cdot M = \pi^T \). Therefore, the limit distribution is the stationary distribution. This implies that if the repeated round is sufficiently many in number, the finite iterative game can be taken as an approximation of the infinitely repeated game. Since there are many tasks in the crowdsourcing systems, there are many interactions among workers. Therefore, the crowdsourcing system is a long-term iterative process, which can also be taken as an approximation of the infinitely repeated game.

Consider each worker with two strategies in multi-worker games. Assume that there are \( N \) workers and two strategies, so that there are \( 2^N \) possible results in a round. For worker \( k \), the mixed strategy \( \mathbf{p}^k \) is used to represent the conditional transition probability vector for each possible result.

In addition, \( \mathbf{p}^k \) is a \( 2^N \)-dimensional vector, i.e.,

\[
\mathbf{p}^k = [p^k_1, \ldots, p^k_i, \ldots, p^k_{2^N}]^T,
\]

where \( p^k_i \) is the probability that worker \( k \) chooses to provide a high-quality solution in this round under the premise of the \( i \)-th output result of the previous round.

Suppose that worker \( k \) provides a high-quality solution \( H \) in the last round. In addition, there are \( n \in \{0, 1, 2, \ldots, N - 1\} \) opponents chosen to provide high-quality solutions for worker \( k \). Then, the probability that he or she provides a high-quality solution in this round is \( p_{H,n}^k \). In contrast, if he or she provides a low-quality solution \( L \) in the last round, and worker \( k \) has \( n \in \{0, 1, 2, \ldots, N - 1\} \) opponents chosen to provide high-quality solutions; then, the probability that he or she chooses to provide a high-quality solution in this round is \( p_{L,n}^k \). However, it is not important for worker \( k \) to know the strategy of a specific opponent. What is important is to know how many opponents chosen to provide high-quality solutions \( H \). Therefore, the \( 2^N \) components in (2) can be transformed into a \( 2^N \)-dimensional vector:

\[
\mathbf{p}^k = [p^k_{H,0}, \ldots, p^k_{H,n}, \ldots, p^k_{H,N-1}, p^k_{L,0}, \ldots, p^k_{L,n}, \ldots, p^k_{L,N-1}]^T,
\]

where \( p^k_{H,n} \) and \( p^k_{L,n} \) each contain \( \binom{N-1}{n} \) terms. For instance, the outcomes \( HHL \) and \( HLH \) when \( N = 3 \) have the same transition probabilities from the same state. Therefore, we can reduce the dimensions of vector \( \mathbf{p}^k \) from \( 2^N \) to \( 2N \). According to the payoff matrix in Table 2, for a worker \( k \) who submits a solution at the level of \( H \) in the outcome \( i \), the payoff is

\[
U^k_i = r/(n+1) - c_H.
\]

In outcome \( i \), if worker \( k \) submits an \( L \)-level solution, the payoff will be

\[
U^k_i = \begin{cases} 
  r/N - c_L, & \text{if } n = 0 \\
  - c_L, & \text{otherwise}.
\end{cases}
\]


Hence, the payoff vector of worker $k$ is
\[ \mathbf{U}^k = [U^k_1, \ldots, U^k_i, \ldots, U^k_{2N}]^T. \] (6)

If worker $k$ chooses $H$ (or $L$), and the number of opponents who choose to provide a high-quality solution is $n$, then
\[ \mathbf{U}^k = [U^k_{H,0}, \ldots, U^k_{H,n}, \ldots, U^k_{H,N-1}, U^k_{L,0}, \ldots, U^k_{L,n}, \ldots, U^k_{L,N-1}]^T. \] (7)

There is a Markov chain with a state transition matrix $\mathbf{M}$ to represent this process. In this paper, we assume that the transition matrix $\mathbf{M}$ is regular. There is a stationary vector. Let $\mathbf{M}' \equiv \mathbf{M} - \mathbf{I}$, where $\mathbf{I}$ is the identity matrix. Define $\mathbf{v}$ as a stationary vector, satisfying $\mathbf{v}^T \cdot \mathbf{M} = \mathbf{v}^T$ and $\mathbf{v}^T \cdot \mathbf{M}' = 0$. In addition, define $\mathbf{f}$ as the last column of $\mathbf{M}'$. In [40], the equation $\mathbf{v}^T \cdot \mathbf{f} = \text{det}(\mathbf{p}^1, \ldots, \mathbf{p}^k, \ldots, \mathbf{f})$ is derived, where $(\mathbf{p}^1, \ldots, \mathbf{p}^k, \ldots, \mathbf{f})$ is a $2^N \times 2^N$ matrix. By Laplace expansion, $\mathbf{f}$ can be replaced by $\alpha \mathbf{U}^1 + \sum_{k=2}^N \beta_k \mathbf{U}^k - \gamma \mathbf{1}$. Then, a linear combination of all the players’ expected payoffs is obtained, i.e.,
\[ \alpha \mathbf{E}^1 + \sum_{k=2}^N \beta_k \mathbf{E}^k - \gamma = \frac{\text{det}(\mathbf{p}^1, \ldots, \mathbf{p}^k, \ldots, \alpha \mathbf{U}^1 + \sum_{k=2}^N \beta_k \mathbf{U}^k - \gamma \mathbf{1})}{\text{det}(\mathbf{p}^1, \ldots, \mathbf{p}^k, \ldots, \mathbf{1})}, \] (8)
where $\gamma$ is a scalar, and $\alpha, \beta_k (k \in 2, 3, 4, \ldots, N)$ are weight factors of $\mathbf{U}^k$.

If worker $j$ selects $\mathbf{p}^j$ properly to satisfy the following equation:
\[ \mathbf{p}^j = \lambda (\alpha \mathbf{U}^1 + \sum_{k=2}^N \beta_k \mathbf{U}^k - \gamma \mathbf{1}), \] (9)
where $\lambda$ is a scaling coefficient. For worker $j$, he/she can unilaterally form a linear relationship among the excepted payoffs of all workers:
\[ \alpha \mathbf{E}^1 + \sum_{k=2}^N \beta_k \mathbf{E}^k - \gamma = 0. \] (10)

The linear relationship of $\mathbf{p}^j$ can be called ZD strategies, in which $\text{det}(\mathbf{p}^1, \ldots, \mathbf{p}^j, \ldots, \mathbf{f}) = 0$. Note that $\mathbf{p}^j$ is the last column of $\mathbf{M}'$. We can know that it is determined by $\mathbf{p}^j$. We denote it as
\[ \mathbf{p}^j = [-1 + p_{H,0}^j, \ldots, -1 + p_{H,N-1}^j, p_{L,0}^j, \ldots, p_{L,N-1}^j]. \] (11)

For example, consider a 3-player repeated game that follows the “winner-takes-all” rule. Each player chooses his or her own strategy independently during each step of the game. Each player is set to have only one memory. The choices that each player makes in one round are related to the choices they had made in the last round and to the number of players who chose to cooperate in the previous round. As before, we express the strategy of high-level work as $H$ and that of low-level work as $L$. As a result, in the three-player crowdsourcing system, the outcome would be $\{HHH, HHL, HLH, HLL, LHH, LLH, LHL, LLL\}$. For an arbitrary player $x \in \{1, 2, 3\}$, a mixed strategy $\mathbf{p}^x$ is a vector that consists of conditional probabilities for high-quality solutions with respect to each of the following possible outcomes:
\[
\begin{align*}
\mathbf{p}^1 &= [p_{H,2}^1, p_{H,1}^1, p_{H,0}^1, p_{L,2}^1, p_{L,1}^1, p_{L,0}^1]^T \\
\mathbf{p}^2 &= [p_{H,2}^2, p_{H,1}^2, p_{H,0}^2, p_{L,2}^2, p_{L,1}^2, p_{L,0}^2]^T \\
\mathbf{p}^3 &= [p_{H,2}^3, p_{H,1}^3, p_{H,0}^3, p_{L,2}^3, p_{L,1}^3, p_{L,0}^3]^T
\end{align*}
\] (12)

We consider an update to the “winner-takes-all” rule. The modified rule would imply that only those who provide high-quality solutions would receive rewards. However, if no one chooses to deliver a high-quality solution, then all of them would share the reward equally.
Theorem 2. In the multi-worker crowdsourcing game, when worker \( j \) uses the ZD strategies \( \tilde{p}^j \), and the parameters satisfy \( \alpha \neq 0, \beta_k = \beta = 0 \), the expected payoff for worker \( j \) is \( (E^1)_{\text{max}} \).

Proof. See Appendix B. \( \square \)

Theorem 1. In the multi-worker crowdsourcing game, when worker \( j \) uses the ZD strategies \( \tilde{p}^j \), and the parameters satisfy \( \alpha \neq 0, \beta_k = \beta = 0 \), the expected payoff for worker \( j \) is \( (E^1)_{\text{max}} \).

Proof. See Appendix A. \( \square \)

We set the reward to \( r \). Then, we can obtain the payoff vectors \( u^x \) for the three-player games using the “winner-takes-all” rule as follows.

\[
\begin{align*}
   u^1 &= \left[ r - \epsilon_H, \frac{r}{3} - \epsilon_H, \frac{r}{2} - \epsilon_H, r - \epsilon_H, -\epsilon_H, -\epsilon_L, r - \epsilon_L, \frac{r}{3} - \epsilon_L \right] \\
   u^2 &= \left[ \frac{r}{3} - \epsilon_H, \frac{r}{3} - \epsilon_H, -\epsilon_L, r - \epsilon_L, -\epsilon_H, -\epsilon_L, r - \epsilon_H, \frac{r}{3} - \epsilon_L \right] \\
   u^3 &= \left[ \frac{r}{3} - \epsilon_H, r - \epsilon_L, \frac{r}{2} - \epsilon_H, r - \epsilon_L, -\epsilon_H, r - \epsilon_L, -\epsilon_H, \frac{r}{3} - \epsilon_L \right]
\end{align*}
\]  

(13)

Let \( u \) denote the last column of \( M' \). After some elementary column operations on matrix \( M' \), the dot product of an arbitrary vector \( u \) with the stationary vector \( v \) is obtained to be equal to the determinant \( \det(p^1, p^2, p^3, u) \), in which the fourth, sixth, and seventh columns \( p^1, p^2, \) and \( p^3 \) are controlled only by the worker 1, 2, and 3, respectively. Specifically,

\[
v^T \cdot u = \det(p^1, p^2, p^3, u) =
\]

\[
\begin{bmatrix}
-1 + p_{H_2}^1 p_{H_2}^2 p_{H_2}^3 & \cdots & -1 + p_{H_2}^1 & \cdots & -1 + p_{H_2}^1 & u_1 \\
p_{H_1}^1 p_{H_1}^2 p_{H_2}^3 & \cdots & -1 + p_{H_1}^1 & \cdots & p_{L_2}^1 & u_2 \\
p_{H_1}^1 p_{H_1}^2 p_{H_1}^3 & \cdots & -1 + p_{H_1}^1 & \cdots & p_{H_3}^1 & u_3 \\
p_{H_1}^1 p_{L_3}^1 p_{L_3}^1 & \cdots & -1 + p_{H_1}^1 & \cdots & p_{L_3}^1 & u_4 \\
p_{L_2}^1 p_{H_2}^1 p_{H_1}^3 & \cdots & p_{L_2}^1 & \cdots & -1 + p_{H_1}^1 & u_5 \\
p_{L_1}^1 p_{H_3}^1 p_{L_3}^1 & \cdots & p_{L_1}^1 & \cdots & -1 + p_{H_3}^1 & u_6 \\
p_{L_1}^1 p_{L_3}^1 p_{H_0}^1 & \cdots & p_{L_1}^1 & \cdots & -1 + p_{H_0}^1 & u_7 \\
p_{L_1}^1 p_{L_0}^1 p_{L_0}^1 & \cdots & p_{L_1}^1 & \cdots & -1 + p_{H_0}^1 & u_8 \\
\end{bmatrix}
\]

(14)

If player 1 can properly set \( p^1 \), then \( p^3 \) would satisfy \( \tilde{p}^3 = a u^1 + \beta_2 u^2 + \beta_3 u^3 + \mu \), where \( a, \beta_2, \beta_3 \) and \( \mu \) are all correlation coefficients. Thus, each player’s expected payoff can be made linear, i.e., \( a E^1 + \beta_2 E^2 + \beta_3 E^3 + \mu = 0 \). This is called the three-player zero-determinant strategy.

3.4. Game Analysis with ZD Strategies

In this subsection, we discuss optimization for workers with ZD strategies in Equation (9).

When \( \tilde{p}^j = \lambda (a U^1 + \sum_{k=2}^N \beta_k U^k - \gamma 1) \), according to Equation (10), we have \( \alpha E^1 = -\sum_{k=2}^N \beta_k E^k + \gamma \). Then

\[
\begin{align*}
\left\{ \begin{array}{l}
   p_{H,n}^{j} &= 1 + \lambda (a U_{H,n}^1 + \sum_{k=2}^N \beta_k U_{H,n}^k) - a E^1 - \sum_{k=2}^N \beta_k E^k \\
   p_{L,n}^{j} &= \lambda (a U_{L,n}^1 + \sum_{k=2}^N \beta_k U_{L,n}^k) - a E^1 - \sum_{k=2}^N \beta_k E^k \\
\end{array} \right.
\end{align*}
\]  

(15)

If we want to obtain an optimal decision in the multi-worker crowdsourcing game, the maximum payoff of \( E^1 \) can be transformed into the following optimization problem:

\[
\begin{align*}
\max \quad & E^1 \\
\text{s.t.} \quad & 0 \leq p_{H,n}^{j}, p_{L,n}^{j} \leq 1, \ \forall n \in \{ 0, \ldots, N-1 \} \\
 & \tilde{p}^j = \lambda (a U^1 + \sum_{k=2}^N \beta_k U^k - \gamma 1) \\
 & \lambda \neq 0.
\end{align*}
\]  

(16)
Theorem 3. In the multi-worker crowdsourcing game, when worker \( j \) takes the ZD strategies \( \mathbf{p}^j \), and the parameters satisfy \( \alpha \neq 0, \beta_k \neq \beta \neq 0 \), the expected payoff for worker \( j \) is \( (E^j)_{\text{max}} \).

Proof. See Appendix C. \( \square \)

Remark 1. From the above theorems, we obtain the maximum payoff of the focused worker under different values of \( \alpha \) and \( \beta_k \), respectively. That is, we can clearly see the range of payoffs for the focused worker with ZD strategies, where the focused worker can make optimal decisions under different values of \( \alpha \) and \( \beta_k \). Take Theorem 1 as an example. In Equation (A5),

\[
E^1_{\text{max}} = \frac{\lambda}{\lambda + 1} - c_H + \frac{\lambda}{\lambda + 1},
\]

where \( \lambda > 0 \) and \( \alpha > 0 \). We can see that with the increase of \( \alpha \), the payoff of the focused worker will decrease. Therefore, in this case, the focused worker should choose as small an \( \alpha \) as possible when choosing strategies. In contrast, in Equations (A8) and (A11), \( \lambda > 0 \) and \( \alpha < 0 \). We can see that as \( \alpha \) increases, so does the payoff to the focused worker; therefore, the focused worker should choose as large a \( \alpha \) as possible when choosing strategy.

Remark 2. The total revenue of other players, \( \sum_{k=2}^{N} E^k \), can be calculated using mathematical expectation. However, the calculation process uses scaling, so the result may not be accurate. Nevertheless, we can always obtain the simulation results.

4. Numerical Results and Discussion

In this section, we evaluate the performances of the ZD strategies for different situations discussed in Section 3 through several simulation experiments.

Let the initial probability be \( v_0 = [0.15, 0.15, 0.15, 0.15, 0.15, 0.15] \), and \( r = 3 \), \( c_L = 0.1 \), \( c_H = 0.2 \) in the three-worker iterated games. We consider this to be a simulation run when the payoffs of all workers converge from the random initial state to the stable state. We set the step size to 50 and average 20 independent runs.

To verify the effectiveness of our proposed method, ZD strategies are compared with other possible strategies. In Figures 1–3, the results of Theorem 1 are displayed, where \( \alpha = 0.1 \), \( \beta_2 = \beta_3 = 0 \). As shown in Figure 1, when worker 1 adopts ZD1 strategies to maximize his or her payoff and other workers follow the strategies of \( \mathbf{p}^1 = [1, 1, 0, 0, 0, 0, 0, 1]^T \) and \( \mathbf{p}^2 = [1, 0, 0, 1, 0, 1, 0, 0, 0, 1]^T \), the payoff of worker 1 is greater than that of worker 2 or 3. In addition, their payoffs basically reach the stable state, which are 1.5, 1.1 and 0.5, respectively. We can see that worker 1 will benefit most from adopting ZD strategies. In Figure 2, the effect of the weight factor on the payoff of worker 1 is shown. When worker 1 adopts ZD1 strategies with different \( \alpha \) values, the payoff of worker 1 is basically stable between 1.2 and 1.6. However, the payoff of worker 1 decreases as the parameter \( \alpha \) increases. In Figure 3, we compare ZD1 strategies with TFT and WSLS, respectively. We can see that if worker 1 takes ZD1 strategies, while other workers take TFT strategies, the payoff of worker 1 will reach the maximum value 1.4.

Remark 3. TFT strategies have two steps: (1) cooperate in the first round; (2) next round depends on the strategies of the others in the last round. If the other worker betrayed last time, worker 1 will also betray this round. If the other workers cooperated the last time, they will cooperate again in this round, where the cooperation is equivalent to high-quality solutions submitted by workers (conversely, defection is equivalent to low-quality solutions submitted by workers). As for WSLS strategies, when the yield meets the expected value, the previous behavior will continue, but if the yield value is too low, the behavior will change.

For ZD2 strategies of Theorem 2, we conduct simulation experiments with the weight factor \( \lambda = 0.001 \) (see Figures 4–7). As shown in Figure 4, when worker 1 adopts ZD2 strategies to maximize the payoff and other workers follow the strategies of \( \mathbf{p}^1 = [1, 1, 0, 0, 0, 0, 0, 1]^T \) and \( \mathbf{p}^2 = [1, 1, 0, 1, 0, 1, 0, 0, 1]^T \), the payoff of worker 1 can be the most, which can be basically stable around value 2. In addition, the payoff of workers 2 and 3 converge to about 1.45 and 0.65, respectively. The effect of \( \alpha \) on the payoff of worker 1 in Theorem 2
is shown by Figure 5. We set $\beta = -0.3$ with different values of $\alpha$. In this situation, when worker 1 adopts ZD2 strategies, the payoff of worker 1 is basically stable between 1.7 and 2.2. However, the payoff of worker 1 is inversely proportional to the parameter $\alpha$. Next, in Figure 6, the effect of $\beta$ on the payoff of worker 1 in Theorem 2 is shown. We note that under the premise of constant $\alpha$, the smaller the value of $\beta$, the greater the payoff of worker 1. It can be seen that with the change of $\beta$, the payoff of worker 1 is still stable between 1.95 and 2.1, which is in a convergent state. In Figure 7, we compare ZD2 strategies with WSLS and TFT, respectively. We can see that if worker 1 takes ZD2 strategies, while another worker takes TFT strategies, the payoff of worker 1 will reach the maximum value of 1.9.

![Figure 1](image1.png)

Figure 1. The payoff of 3 workers where worker 1 uses the ZD1 strategies.

![Figure 2](image2.png)

Figure 2. The payoff of worker 1 using ZD1 strategies with different $\alpha$. 
For ZD3 strategies in Theorem 3, we performed simulation experiments with the weight factor $\lambda = 0.001$ (see Figures 8 and 9). As shown in Figure 8, when worker 1 adopts ZD3 strategies and other workers follow the strategies of $p^1 = [1, 1, 0, 0, 0, 0, 0, 1]^T$ and $p^2 = [1, 1, 0.1, 0.1, 0.1, 0, 0, 1]^T$, the payoff of worker 1 can be stable around 2.1. Worker 1 obtains the highest payoff among three workers. After about 200 iterations, workers’ payoffs gradually leveled off. By Figure 9, the effect of $\lambda$ on the payoff of worker 1 in Theorem 3 is shown. We set $\beta_1 = -0.005$, $\beta_2 = -0.006$, $\alpha = 0.008$ and different values of $\lambda$. We find that the larger the value of $\lambda$, the greater the payoff of worker 1.

![Figure 3. ZD1 strategies vs. WSLS and TFT.](image)

![Figure 4. The payoff of 3 workers where worker 1 uses the ZD2 strategies.](image)
In conclusion, we find that when worker 1 adopts ZD strategies, his or her payoff is always the highest among three workers. It can be observed that the payoffs of three workers finally converge to stable states (see Figures 1, 4 and 8). When analyzing the effects of parameters on worker 1’s payoff, some figures fail to reach the convergent state due to the uncertainty of parameters. However, these figures show that worker 1’s payoff is basically stable within a range.

**Figure 5.** The payoff of worker 1 using ZD2 strategies with different $\alpha$.

**Figure 6.** The payoff of worker 1 using ZD2 strategies with different $\beta$. 
Figure 7. ZD2 strategies vs WSLS and TFT.

Figure 8. The payoff of 3 workers where worker 1 uses ZD3 strategies.

Remark 4. To further verify the accuracy of our theoretical results, we also conducted some simulation experiments with 4 workers (see Figures 10 and 11). We found that all the results are similar and consistent; therefore, they are not repeated here.
Figure 9. The payoff of worker 1 using ZD3 strategies with different $\lambda$.

Remark 5. In simulations, only three (or four) workers participated in the crowdsourcing process, but the previous theoretical part of this article is also applicable to more workers. All the results verify that when the focused worker adopts the ZD strategy, its benefits can be maximized.
5. Conclusions

In this paper, we consider the optimal decision-making problem for selfish workers with incomplete information in a crowdsourcing system according to the “winner-takes-all” rule. We reformulate crowdsourcing as an iterative game, in which a group of workers complete a task and each worker with a strategy that is relevant not only to itself but also to other workers. We applied ZD strategies to analyze the behavior of workers in crowdsourcing, in which the crowdsourcing system is modeled as a multi-player iterative game. Taking the advantage of ZD strategies that workers can form a linear relationship in the sum of their opponents’ payoffs and their payoffs, we analyze the theoretic conditions to reach the maximum payoff of the focused worker. Finally, we perform numerical simulations to analyze the effect of the parameters on focused players’ payoff and compare the performances of different strategies. The optimization objective of the existing spatial crowdsourcing research is mainly a single objective. However, practical applications often require the joint optimization of several factors. Therefore, we plan to consider joint optimization objectives as well as the consideration of incentives and budgets in future works.
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Appendix A

Proof of Theorem 1. According to Equation (10), we have

\[ aE^1 - \gamma = 0. \]  \hspace{1cm} (A1)
i.e.,
\[ E^1 = \frac{\gamma}{\alpha}. \] (A2)

According to Equation (15), we have
\[
\begin{align*}
\begin{cases}
    p^1_{H,n} = 1 + \lambda a(U_{H,n} - aE^1) \\
    p^1_{L,n} = \lambda a(U_{n,n} - aE^1).
\end{cases}
\end{align*}
\] (A3)

When \( \lambda > 0 \), it is assumed that \( a > 0 \). The probabilities are \( 0 \leq p^1_{H,n} \leq 1 \) and \( 0 \leq p^1_{L,n} \leq 1 \). For different \( n \), we have
\[
\begin{align*}
\begin{cases}
    E^1 \leq \min\{U_{1,n},U_{1,n} + \frac{1}{\lambda a}\} \\
    E^1 \geq \max\{U_{1,n},U_{1,n} - \frac{1}{\lambda a}\}.
\end{cases}
\end{align*}
\] (A4)

If \( n = 0 \), then \( U_{1,0} = r - c_H \), \( U_{1,0} = \frac{r}{\lambda} - c_L \), and \( E^1 \leq \min\{\frac{r}{\lambda} - c_L, r - c_H + \frac{1}{\lambda a}\} \). Since \( \frac{r}{\lambda} - c_L < 0 < r - c_H < r - c_H + \frac{1}{\lambda a} \), we have \( E^1 \leq U_{1,0} \). In addition, we can obtain \( E^1 = \max\{U_{1,0},U_{1,0} - \frac{1}{\lambda a}\} = r - c_H \) in the same way. We denote it \( E^1 \geq U_{1,0} \). However, \( U_{1,0} > U_{1,0} \). Obviously, this is a contradiction. As a result, \( E^1 \) does not exist in this case.

If \( n \neq 0 \), then \( U_{1,n} = \frac{r}{\lambda} + c_H \), \( U_{1,n} = -c_L \). Now, we analyze the properties of \( U_{1,n} \). Because \( r > 0 \) and \( c_H > 0 \), \( U_{1,n} \) decreases monotonically with respect to \( n \). When \( n = N - 1 \), \( U_{1,n} \) can obtain the minimum \( \frac{r}{\lambda} - c_2 \). After a comparison with \( U_{1,n} \), we can draw the following conclusions. When \( r \geq N(c_H - c_L) \), \( \min\{U_{1,n},U_{1,n} + \frac{1}{\lambda a}\} = U_{1,n} = -c_L \). When \( r < N(c_H - c_L) \), \( \min\{U_{1,n},U_{1,n} + \frac{1}{\lambda a}\} = U_{1,n} = -c_L \). Because \( E^1 \geq \max\{U_{1,n},U_{1,n} - \frac{1}{\lambda a}\} \), \( U_{1,n} \) can obtain the maximum \( \frac{r}{\lambda} - c_H \). After comparing \( U_{1,n} \) with \( U_{1,n} - \frac{1}{\lambda a} \), we have \( E^1 = U_{1,n} \). Because \( \min\{U_{1,n},U_{1,n} + \frac{1}{\lambda a}\} \geq \max\{U_{1,n},U_{1,n} - \frac{1}{\lambda a}\} \), we reach the following conclusions: when \( r > N(c_H - c_L) \), \( E^1 \) does not exist; when \( 2c_H \leq r \leq \min\{N(c_H - c_L), N/\lambda a\} \), \( E^1 \) exists and
\[
E^1_{\text{max}} = U_{1,n-1} + \frac{1}{\lambda a} = \frac{r}{\lambda} - c_H + \frac{1}{\lambda a}. \] (A5)

Another situation is \( \lambda > 0 \) and \( a < 0 \). Since \( 0 \leq p^1_{H,n} \leq 1 \) and \( 0 \leq p^1_{L,n} \leq 1 \), we have
\[
\begin{align*}
\begin{cases}
    E^1 \leq \min\{U_{1,n},U_{1,n} - \frac{1}{\lambda a}\} \\
    E^1 \geq \max\{U_{1,n},U_{1,n} + \frac{1}{\lambda a}\}.
\end{cases}
\end{align*}
\] (A6)

This situation is similar to the first one. We can easily reach the conclusions after some calculations. At first, we discuss the situation of \( n = 0 \). When \( 0 < r \leq \frac{N}{N-1}(c_H - c_L - \frac{1}{\lambda a}) \),
\[
E^1_{\text{max}} = U_{1,0}; \] (A7)
when \( \frac{N}{N-1}(c_H - c_L - \frac{1}{\lambda a}) < r \leq \frac{N}{N-1}(c_H - c_L - \frac{2}{\lambda a}) \),
\[
E^1_{\text{max}} = U_{1,0} - \frac{1}{\lambda a}. \] (A8)

When \( N(c_H - c_L) < r \leq c_H - c_L - \frac{1}{\lambda a} \), and \( 2 < N < 1 - \frac{1}{(c_H - c_L)\lambda a} \), \( E^1 \) exists and
\[
E^1_{\text{max}} = U_{1,n-1}. \] (A9)

When \( c_H - c_L - \frac{1}{\lambda a} < r \leq \min\{N(c_H - c_L - \frac{1}{\lambda a}), \frac{N}{(1-N)\lambda a}\} \), \( E^1 \) exists and
\[
E^1_{\text{max}} = U_{1,n-1}. \] (A10)
When \( N(c_H - c_L - \frac{1}{\lambda}) \leq r < c_H - c_L - \frac{2}{\lambda} \) and \( N < 1 - \frac{1}{(c_H - c_L)\lambda - 1} \), \( E^3 \) exists and
\[
E^3_{max} = U^1_{1,n} - \frac{1}{\lambda}. \tag{A11}
\]
Thus, the proof is completed. \( \square \)

**Appendix B**

**Proof of Theorem 2.** According to Equation (9), \( \tilde{p}^j \) satisfies
\[
\tilde{p}^j = \lambda \left( \alpha U^1 + \beta \sum_{k=2}^{N} U^k - \gamma 1 \right), \tag{A12}
\]
therefore, worker \( j \) can unilaterally form a linear relationship between all excepted payoffs:
\( \alpha E^1 + \beta \sum_{k=2}^{N} E^k - \gamma = 0 \). After a mathematical transformation, the payoff of worker \( j \) is
\( E^1 = -\frac{\beta}{\alpha} \sum_{k=2}^{N} E^k + \frac{\gamma}{\alpha} \). Without loss of generality, we suppose \( \lambda > 0 \), \( \alpha > 0 \) and \( \beta < 0 \). According to Equation (15),
\[
\begin{align*}
p^j_{H,n} &= 1 + \lambda (\alpha U^1_{H,n} + \beta \sum_{k=2}^{N} U^k_{H,n} - \alpha E^1 - \beta \sum_{k=2}^{N} E^k) \\
p^j_{L,n} &= \lambda (\alpha U^1_{L,n} + \beta \sum_{k=2}^{N} U^k_{L,n} - \alpha E^1 - \beta \sum_{k=2}^{N} E^k).
\end{align*} \tag{A13}
\]

Denote \( W_{H}(n) = \alpha U^1_{H,n} + \beta \sum_{k=2}^{N} U^k_{H,n} \) and \( W_{L}(n) = \alpha U^1_{L,n} + \beta \sum_{k=2}^{N} U^k_{L,n} \), respectively. When \( \lambda > 0 \), as \( 0 \leq p^j_{H,n} \leq 1 \) and \( 0 \leq p^j_{L,n} \leq 1 \), we obtain
\[
\begin{align*}
-1 &\leq \lambda (W_{H}(n) - \alpha E^1 - \beta \sum_{k=2}^{N} E^k) \leq 0 \\
0 &\leq \lambda (W_{L}(n) - \alpha E^1 - \beta \sum_{k=2}^{N} E^k) \leq 1. \tag{A14}
\end{align*}
\]

Using mathematical derivations, we have
\[
\begin{align*}
E^1 &\leq \min \left\{ \frac{1}{\lambda} \left[ W_{H}(n) - \beta \sum_{k=2}^{N} E^k \right], \frac{1}{\lambda} \left[ W_{L}(n) - \beta \sum_{k=2}^{N} E^k \right] \right\} \\
E^1 &\geq \max \left\{ \frac{1}{\lambda} \left[ W_{H}(n) - \beta \sum_{k=2}^{N} E^k \right], \frac{1}{\lambda} \left[ W_{L}(n) - \beta \sum_{k=2}^{N} E^k \right] \right\}.
\end{align*}
\]

First, we discuss the situation of \( n = 0 \). When \( n = 0 \), \( W_{H}(0) = \alpha (r - c_H) - \beta c_L (N - 1) \), and \( W_{L}(0) = \alpha (\frac{r}{\lambda} - c_L) + \beta (\frac{r}{\lambda} - c_L) (N - 1) \). Since \( E^1 \leq \min \left\{ \frac{1}{\lambda} \left[ W_{H}(0) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda} \right], \frac{1}{\lambda} \left[ W_{L}(0) - \beta \sum_{k=2}^{N} E^k \right] \right\} \), comparing \( W_{H}(0) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda} \) with \( W_{L}(0) - \beta \sum_{k=2}^{N} E^k \) is equivalent to comparing \( W_{H}(0) + \frac{1}{\lambda} \) with \( W_{L}(0) \). As a consequence, when \( r > \frac{a N (c_h - c_L) - \frac{N}{2}}{(N-1)(\alpha - \beta)} \), \( \min \left\{ \frac{1}{\lambda} \left[ W_{H}(0) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda} \right], \frac{1}{\lambda} \left[ W_{L}(0) - \beta \sum_{k=2}^{N} E^k \right] \right\} = \frac{1}{\lambda} \left[ W_{L}(0) - \beta \sum_{k=2}^{N} E^k \right] \). We have
\[
E^1 \leq \frac{1}{\lambda} \left[ W_{L}(0) - \beta \sum_{k=2}^{N} E^k \right]. \tag{A16}
\]

Furthermore, when \( 0 < r \leq \frac{a N (c_h - c_L) - \frac{N}{2}}{(N-1)(\alpha - \beta)} \), \( \min \left\{ \frac{1}{\lambda} \left[ W_{H}(0) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda} \right], \frac{1}{\lambda} \left[ W_{L}(0) - \beta \sum_{k=2}^{N} E^k \right] \right\} = \frac{1}{\lambda} \left[ W_{H}(0) - \beta \sum_{k=2}^{N} E^k \right] \). That is,
\[
E^1 \leq \frac{1}{\lambda} \left[ W_{H}(0) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda} \right]. \tag{A17}
\]

On the other hand, \( E^1 \geq \max \left\{ \frac{1}{\lambda} \left[ W_{H}(0) - \beta \sum_{k=2}^{N} E^k \right], \frac{1}{\lambda} \left[ W_{L}(0) - \beta \sum_{k=2}^{N} E^k \right] \right\} \). After some calculations, we have the following conclusion: when \( r > \frac{a N (c_h - c_L) - \frac{N}{2}}{(N-1)(\alpha - \beta)} \),
\[ \max \left\{ \frac{1}{a} [W_H(0) - \beta \sum_{k=2}^{N} E_k], \frac{1}{a} [W_L(0) - \beta \sum_{k=2}^{N} E_k - \frac{1}{\lambda}] \right\} = \frac{1}{a} [W_H(0) - \beta \sum_{k=2}^{N} E_k]. \]

Therefore,
\[ E_1^1 \geq \frac{1}{a} \left[ W_H(0) - \beta N \sum_{k=2}^{N} E_k \right]. \quad (A18) \]

Furthermore, when \( 0 < r \leq \frac{aN(c_H-c_L) - \frac{a}{2}}{(N-1)(\alpha-\beta)} \), \max \left\{ \frac{1}{a} [W_H(0) - \beta \sum_{k=2}^{N} E_k], \frac{1}{a} [W_L(0) - \beta \sum_{k=2}^{N} E_k - \frac{1}{\lambda}] \right\} = \frac{1}{a} [W_L(0) - \beta \sum_{k=2}^{N} E_k - \frac{1}{\lambda}]. \)

That is,
\[ E_1^1 \geq \frac{1}{a} \left[ W_L(0) - \beta N \sum_{k=2}^{N} E_k - \frac{1}{\lambda} \right]. \quad (A19) \]

Based on what has been discussed above, when \( 0 < r \leq \frac{aN(c_H-c_L) - \frac{a}{2}}{(N-1)(\alpha-\beta)} \), according to Equations (A15) and (A17), \( E_{min}^1 < E_{max}^1 \). Thus, when \( \max (0, \frac{aN(c_H-c_L) - \frac{a}{2}}{(N-1)(\alpha-\beta)}) < r < \frac{aN(c_H-c_L) - \frac{a}{2}}{(N-1)(\alpha-\beta)} \),
\[ E_{max}^1 = \frac{1}{a} \left[ W_H(0) - \beta \sum_{k=2}^{N} E_k + \frac{1}{\lambda} \right]. \quad (A20) \]

Furthermore, when \( \frac{aN(c_H-c_L) - \frac{a}{2}}{(N-1)(\alpha-\beta)} < r < \frac{aN(c_H-c_L) - \frac{a}{2}}{(N-1)(\alpha-\beta)} \), according to Equations (A14) and (A16),
\[ E_{max}^1 = \frac{1}{a} \left[ W_L(0) - \beta \sum_{k=2}^{N} E_k \right]. \quad (A21) \]

Secondly, we discuss the situation of \( n \neq 0 \). After some calculations, we have
\[ \left\{ \begin{array}{l} W_H(n) = \frac{ar + \beta n}{\alpha + 1} + \beta (c_L - c_H)n - (ac_H + \beta c_L)(N - 1) \\ W_L(n) = \beta (c_L - c_H)n + \beta r - ac_L - \beta c_L(N - 1). \end{array} \right. \quad (A22) \]

We notice that \( W_H(n) \) and \( W_L(n) \) are functions of \( n \). Since \( \beta < 0 \), and \( c_L - c_H < 0 \), the function \( W_L(n) \) increases with \( n \). Furthermore, the function can obtain a minimum value when \( n = 1 \), i.e.,
\[ \min_{0 \leq n \leq N-1} W_L(n) = W_L(1) = \beta (c_L - c_H) + \beta r - ac_L - \beta c_L(N - 1). \quad (A23) \]

Now, consider another function. The stagnation point of the function can be obtained by deriving the function \( W_H(n) \). Meanwhile, the monotonicity of the function can be verified by taking a derivative. The function \( W_H(n) \) is decreasing first and then increasing. Therefore, \( n = \sqrt{\frac{br - ar}{\beta (c_H - c_L)}} - 1 \) is identified as the minimum point of function \( W_H(n) \). However, \( n \) must be an integer. Therefore, \( n \) is rounded off to the nearest integer \( n_1 \). Therefore, when \( r > \frac{\beta (c_H - c_L)}{\beta - a} \), \( n = n_1 \), the minimum value of \( W_H(n) \) can be obtained, i.e.,
\[ \min_{0 \leq n \leq N-1} W_H(n) = W_H(n_1). \quad (A24) \]

Next, when \( 0 < r \leq \frac{\beta (c_H - c_L)}{\beta - a} \), \( W_H(n) \) is monotonically increasing. Then, \( n = 1 \), \( W_H(n) \) obtains a minimum value, i.e.,
\[ \min_{0 \leq n \leq N-1} W_H(n) = W_H(1). \quad (A25) \]

Compare \( [W_H(n)]_{min} + \frac{1}{a} \) with \( [W_L(n)]_{min} \) first. When \( 0 < r \leq \frac{\beta (c_H - c_L)}{\beta - a} \), we have the following conclusions according to Equations (A21) and (A23).
If \( \frac{2\alpha(c_H-c_L)-\tau}{\alpha-\beta} > \frac{\beta(c_H-c_L)}{\beta-\alpha} \), a minimum does not exist. Therefore, it must satisfy
\[
\frac{2\alpha(c_H-c_L)-\tau}{\alpha-\beta} < \frac{\beta(c_H-c_L)}{\beta-\alpha}.
\]
When \( 0 < r \leq \frac{2\alpha(c_H-c_L)-\tau}{\alpha-\beta} \), \( \min\{\frac{1}{\alpha}[W_H(n) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda}]\} \),
\[
\frac{1}{\alpha}[W_L(n) - \beta \sum_{k=2}^{N} E^k]\]. Therefore,
\[
E^1 \leq \frac{1}{\alpha} \left[ W_L(1) - \beta \sum_{k=2}^{N} E^k \right]. \quad (A26)
\]
Furthermore, when \( \frac{2\alpha(c_H-c_L)-\tau}{\alpha-\beta} < r \leq \frac{\beta(c_H-c_L)}{\beta-\alpha} \), \( \min\{\frac{1}{\alpha}[W_H(n) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda}]\} \),
\[
\frac{1}{\alpha}[W_L(n) - \beta \sum_{k=2}^{N} E^k]\]. Therefore,
\[
E^1 \leq \frac{1}{\alpha} \left[ W_L(1) - \beta \sum_{k=2}^{N} E^k \right]. \quad (A27)
\]
When \( r > \frac{\beta(c_H-c_L)}{\beta-\alpha} \), we have the following conclusions according to Equations (A21) and (A23).
\[
\frac{\beta(c_H-c_L)}{\beta-\alpha} < \frac{n+1}{\alpha-\beta} \left[ \beta(c_H-c_L)(n_1-1) + \alpha(c_H-c_L) - \frac{1}{\lambda} \right] \text{ and } r > \frac{n+1}{\alpha-\beta} \left[ \beta(c_H-c_L)(n_1-1) + \alpha(c_H-c_L) - \frac{1}{\lambda} \right], \min\{\frac{1}{\alpha}[W_H(n) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda}]\}, \frac{1}{\alpha}[W_L(n) - \beta \sum_{k=2}^{N} E^k]\}. \]
We have
\[
E^1 \leq \frac{1}{\alpha} \left[ W_L(1) - \beta \sum_{k=2}^{N} E^k \right]. \quad (A28)
\]
When \( \frac{\beta(c_H-c_L)}{\beta-\alpha} < r \leq \frac{n+1}{\alpha-\beta} \left[ \beta(c_H-c_L)(n_1-1) + \alpha(c_H-c_L) - \frac{1}{\lambda} \right] \), \( \min\{\frac{1}{\alpha}[W_H(n) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda}]\}, \frac{1}{\alpha}[W_L(n) - \beta \sum_{k=2}^{N} E^k]\}. \]
We have
\[
E^1 \leq \frac{1}{\alpha} \left[ W_H(n_1) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda} \right]. \quad (A29)
\]
However, if \( \frac{\beta(c_H-c_L)}{\beta-\alpha} > \frac{n+1}{\alpha-\beta} \left[ \beta(c_H-c_L)(n_1-1) + \alpha(c_H-c_L) - \frac{1}{\lambda} \right] \), \( \min\{\frac{1}{\alpha}[W_H(n) - \beta \sum_{k=2}^{N} E^k + \frac{1}{\lambda}]\}, \frac{1}{\alpha}[W_L(n) - \beta \sum_{k=2}^{N} E^k]\}. \]
We have
\[
E^1 \leq \frac{1}{\alpha} \left[ W_L(1) - \beta \sum_{k=2}^{N} E^k \right]. \quad (A30)
\]
In addition, we need to know the value of \( \beta \sum_{k=2}^{N} E^k \). To this end, the proof is completed.

\[ \Box \]

Appendix C

Proof of Theorem 2. According to the payoff (2), \( W_H(n) = (\beta_2 + \cdots + \beta_{N-n}) \cdot u_{n+1}^k + (\alpha + \beta_{N-n+1} + \cdots + \beta_N) \cdot u_{n+1}^k \) and \( W_L(n) = (\alpha + \beta_2 + \cdots + \beta_{N-n}) \cdot u_{n+1}^k + (\beta_{N-n+1} + \cdots + \beta_N) \cdot u_{n+1}^k \) are obtained. Therefore, when \( \lambda > 0 \), appropriate parameters can be chosen to obtain the maximum value \( \Gamma_{\text{max}} = \min\{W_L(n), W_H(n) + \frac{1}{\lambda}\} \), which is independent of other workers’ strategies. The similarity also applies to the case of \( \lambda < 0 \), in which \( \gamma_{\text{max}} = \max\{W_L(n) - \frac{1}{\lambda}, W_H(n)\} \).

Furthermore, \( \alpha E^1 = \gamma - \sum_{k=2}^{N} \beta_k E^k \) is obtained. Since the value of parameter \( \alpha \) is uncertain, we need to know the minimum value and the maximum value of \( \sum_{k=2}^{N} \beta_k E^k \). Thus, the proof is completed.  \[ \Box \]
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