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Abstract: Heuristic and evolutionary algorithms are proposed to solve challenging real-world optimization problems. In the evolutionary community, many benchmark problems for empirical evaluations of algorithms have been proposed. One of the most important classes of test problems is the class of convex functions, particularly the \( d \)-dimensional sphere function. However, the convex function type is somewhat limited. In principle, one can select a set of convex basis functions and use operations that preserve convexity to generate a family of convex functions. This method will inevitably introduce bias in favor of the basis functions. In this paper, the problem is solved by employing insights from computational geometry, which gives the first-ever general-purpose multi-dimensional convex landscape generator. The new proposed generator has the advantage of being generic, which means that it has no bias toward a specific analytical function. A set of \( N \) random \( d \)-dimensional points is generated for the construction of a \( d \)-dimensional convex hull. The upper part of the convex hull is removed by considering the normal of the polygons. The remaining part defines a convex function. It is shown that the complexity of constructing the function is \( O(Md^3) \), where \( M \) is the number of polygons of the convex function. For the method to work as a benchmark function, queries of an arbitrary \((d-1)\)-dimensional input are generated, and the generator has to return the value of the convex function. The complexity of answering the query is \( O(Md) \). The convexity of the function from the generator is verified with a nonconvex ratio test. The performance of the generator is also evaluated using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) gradient descent algorithm. The source code of the generator is available.
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1. Introduction

An important goal of evolutionary computation is to propose powerful and practical algorithms to efficiently solve optimization problems as they are widely found in engineering, finance, and other real-world fields [1]. The optimization problem is a function that maps input variables to output variables, where the objective is to find their minimum or maximum values. In the Evolutionary Computation (EC) community, optimization problems are classified as continuous or discrete. A good algorithm should be able to solve the problem with a limited computational cost. Without a loss of generality for minimization, a continuous optimization problem is stated as

\[
\min f(x), \text{ subject to } x \in \mathcal{D}_{d-1} \subset \mathbb{R}^{d-1},
\]

where \( f : \mathbb{R}^{d-1} \rightarrow \mathbb{R} \) is the fitness function for optimization. Input \( x \) is a \( d-1 \)-dimensional vector, \( d-1 \in \mathbb{N} \) is the dimension of the problem, \( f(x) \) represents the fitness value of \( x \), and \( \mathcal{D}_{d-1} \) is the input searching space of \( x \). Some continuous optimization problems have explicit algebraic expressions to solve their global optimum [2], whereas others are
unknown and treated as black boxes [3]. For continuous black-box problems, function $f$ is unknown, but the output value of $f(x)$ can be evaluated with any given $x$. In this case, the entire landscape of the problem is unknown initially.

1.1. Continuous Optimization Problems in Evolutionary Computation

In evolutionary computing, some benchmark problems are handled as black-box optimization problems to test the abilities of algorithms. There are mainly three categories of testing problems: (1) the test suites for competitions, e.g., the IEEE congress on evolutionary computation (CEC) benchmarks [4,5] and the black-box optimization benchmarking (BBOB) platform [3]; (2) tunable benchmark generators, e.g., the max-set of Gaussian (MSG) generator [6] and the multi-modal landscape generator [7]; and (3) real-world problem collections [8]. Existing benchmarks cover a set of testing problems to simulate challenging real-world optimization problems, aiming to evaluate Evolutionary Algorithms (EAs) and other optimization algorithms. Some EAs are inspired by natural mechanisms, for example, the Artificial Bee Colony (ABC) algorithm [9], Particle Swarm Optimization (PSO) [10], Differential Evolution (DE) [11], Smell Agent Optimization (SAO) [12], Human Eye Vision Algorithm (HEVA) [13], etc. In addition to the algorithms inspired by nature, some methods have different mechanisms, such as the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) algorithm [14] and the Broyden–Fletcher–Goldfarb–Shanno (BFGS) method [15], which is a non-evolutionary gradient descent-type method. Especially for unimodal problems, the BFGS method efficiently determines the descent direction and converges fast.

Benchmark problems contain various types of problems to test the ability of an algorithm. A case in point is the commonly used benchmark BBOB [3]. The problems are classified into several predefined classes according to the function properties such as separable functions, functions with high conditioning, unimodal functions, etc. [16]. With a given problem, identifying landscape characteristics and extracting features such as convexity and ruggedness are important within the algorithm selection framework [17]. After Exploratory Landscape Analysis (ELA) [18], machine learning techniques can be applied to find suitable algorithms [17,19–21]. By analyzing the features of instances from BBOB [3], new test instances are proposed through genetic programming [22]. In the method proposed in [23], the test instances were constructed based on the performance measurement of the testing algorithms. To increase the complexity of the landscape, some recent methods have proposed multi-objective optimization benchmark suites based on dynamic landscape features [24–26]. Meanwhile, a framework for combining functions into one landscape was proposed by applying the k-d trees to partition the space [27]. In addition, the method of [28] proposed a new benchmark function based on the zigzag functions. More new proposed benchmark functions can be found in the survey in [29,30].

In the area of continuous black-box optimization, nonconvex problems are more general [22–29] but convex problems are also important. From the perspective of landscape analysis, a convex landscape is essential for landscape feature analysis, although there is a lack of general convex function generators. The landscapes of nonconvex problems are likely to be multimodal or rugged, making it challenging for the algorithm to find the optimum. On the other hand, convex problems have unique landscape properties. In terms of algorithm selection, it is more efficient to solve using the steps of identifying the convex problem and selecting a gradient descent algorithm. In addition, the performance of a gradient descent algorithm can be evaluated from the execution time for which a converged solution is obtained during the solving process. Therefore, as a separate class, convex problems referring to unimodal and smooth landscapes, are essential for landscape labeling. Commonly used benchmarks also include convex functions, for example, the sphere function in CEC [4,5] and BBOB [3]. In BBOB, the sphere function has variants to generate more problem instances, though the variants are limited to rotation and translation. In the evolutionary computation community, the convex landscapes are simple and limited in existing benchmark problems.
1.2. Convexity and General Convex Functions

Convex functions also play a significant role in many branches of mathematics. They are especially important in the applications of computational geometry, data fitting, and automatic control theory [2,31]. In probability theory, Jensen’s inequality can be extended to convex combinations of more than two points and plays a central role in the general study of inequalities [32]. Techniques for checking the convexity of digital regions [33] and digital solids [34] have been developed in the past. These techniques were applied to the segmentation of cell images in [35]. The definition of a convex function is that

\[ f : D_{d-1} \rightarrow \mathbb{R}, \]

where the domain \( D_{d-1} \subset \mathbb{R}^{d-1} \) is convex. Commonly used functions include the exponential function, power function, and logarithm function with particular parameters. For example, \( x^a \) is convex when \( x \in \mathbb{R}_{>0} \) when \( a \geq 1 \) or \( a \leq 0 \), in which \( \mathbb{R}_{>0} \) is the set of all positive real numbers [2]. There are also some composition rules for constructing multiple convex functions with basis convex functions. Simple composition rules include “if \( f(x) \) is convex then \( \exp(f(x)) \) is convex”. One possible method for obtaining convex function variants is to compose basis convex functions with composition rules. An example of a composed convex function for \( d = 2 \) is shown in Figure 1a. Functions \( g(x) = (x_1)^2 + (x_2)^2 + 0.1 \) and \( h(x) = x \log(x), x \in \mathbb{R}_{>0} \) are two simple convex functions. The composed function is \( f(x) = h(g(x)) = ((x_1)^2 + (x_2)^2 + 0.1) \log((x_1)^2 + (x_2)^2 + 0.1) \). Even though composition rules are a general method for generating various convex problems, they require the selection of a set of initial basis convex functions, as well as a method for combining them that preserves convexity. This creates a bias for certain landscapes.

In addition, the existing convex problems of the commonly used benchmarks CEC and BBOB are only restricted to the sphere function, subject to translation and rotation. There is no existing general-purpose convex function in the benchmark suite. From the view of constructing a convex landscape without the need to select specific convex basis functions and composition methods and specifying the necessary related parameters, a possible way is to construct a complex landscape by utilizing simple fundamental structures. Thus, we intend to provide a convex function landscape from the viewpoint of computational geometry, which provides a non-parametric construction method for landscape generation.

Figure 1. Two examples of a convex function landscape and convex hull. (a) This is an example of a composed convex function \( f(x_1, x_2) = ((x_1)^2 + (x_2)^2 + 0.1) \log((x_1)^2 + (x_2)^2 + 0.1) \). (b) This is an example of a convex hull when \( d = 3 \).
1.3. Convex Hull

In computational geometry, the convex hull and its convexity properties are widely used in many applications, such as collision detection [36], analyzing the shape [37], etc. The convex hull of a finite set of points is the smallest convex set that contains all the points [37]. For a bounded subset of the plane, the convex hull can be visualized as the shape enclosed by a rubber band stretched around the subset [37]. An important property of the convex set is that a subset \( S \) of \( \mathbb{R}^d \) is convex if, for any two points in \( S \), the points on the line segment connecting them are all in \( S \) [37]. An example of a convex hull is depicted in Figure 1b. This convex hull comprises many connected polygons, which are triangles in the dimension \( d = 3 \). Many algorithms have been proposed for convex hull construction. Given a set of random points, one of the simplest ways to generate a convex hull is the “gift wrapping” algorithm [38]. Its complexity is \( O(Nh) \), where \( N \) is the number of points and \( h \) is the number of edges of the hull. Compared with the “gift wrapping” algorithm, the “quick hull” algorithm utilizes the idea of the “divide and conquer” algorithm. The time complexity of the “quick hull” algorithm is \( O(N \log N) \) [39]. Since the “quick hull” algorithm is more efficient and can be applied, the “quick hull” algorithm is adopted to generate a convex hull in this paper.

The main contribution of this paper is to propose a general-purpose continuous convex function landscape generator from the perspective of computational geometry. Given a few random points, an arbitrary convex hull is constructed. After removing the upper hull, the remaining part is an arbitrary convex landscape consisting of connected polygons. Note that when dimension \( d > 3 \), the polygons are \((d - 1)\)-dimensional polytopes. Since convex hulls are \( d \)-dimensional polytopes, to distinguish the concepts of convex hull and polygons, the name “polygon” is still used in high-dimensional scenarios. It furnishes a generic approach to constructing the convex landscape. The proposed method can generate a convex landscape without inherent bias to the specific basis functions. As a convex hull can be constructed in any dimension, the provided analyzable functions can also be applied in any dimension.

The outline for this paper is as follows. Section 1 reviews the background knowledge of continuous optimization problems and algorithms in the EC community, the convex function, and the convex hull. In addition, the motivation for proposing a general-purpose convex function generator is given. Section 2 introduces the implementation of the convex landscape generation and the computational complexity of constructing and querying the convex function. Section 3 presents the experiments testing the generated convex landscape. The first experiment investigates the relationship between the initial number of points and the constructed polygons. In the second experiment, a quantitative measure is utilized to verify the convexity of the generated convex landscape [40]. The last experiment is to apply the BFGS algorithm, which performs well for the gradient descent landscape, to solve the generated and convex problems of BBOB. Section 4 provides the conclusion and some discussions for future work.

2. Methodology: Multi-Dimensional Convex Landscape Generator

The fundamental concept of the continuous convex landscape generator in this paper is the multi-dimensional convex hull in terms of computational geometry. In the case of \( d = 2 \), an important property of a convex set is that its boundary is always a convex curve [41].

A straightforward method for constructing a convex function from a convex hull is to find the lower boundaries. The convex hulls in any dimension can be divided into two parts, the upper hull and the lower hull [42]. Figure 2 shows an example of \( d = 2 \). In Figure 2a, the dashed part is the upper hull, whereas the solid part is the lower hull. Their normal vectors are marked as blue and red accordingly. The vectors are in opposite directions along the \( f(x) \)-axis. According to the direction of the normal vector, the upper hull and lower hull can be distinguished. After removing the upper hull, a simple continuous convex
function is constructed from a 2D convex hull. For higher dimensions, removing the upper hull is introduced in detail in the methodology in Section 2.1.2.

Figure 2. Constructing a convex function from the convex hull when \(d = 3\). (a) Upper hull and lower hull of a convex hull (b) The convex function is formed by extracting the lower hull.

In the setting of commonly used benchmarks such as BBOB [3], the input space is in the range of \([-5, 5]\) for each dimension. As a general method for constructing the convex landscape, the initial space of the proposed method can be an arbitrary convex set in any dimension. In order to be consistent with the existing benchmark, the setting of the experiment is the same as in BBOB. The input is set as \(D_{d-1} = [-5, 5]^{d-1}\) by naturally extending the polygons as the hyperplanes.

2.1. Convex Function Landscape Construction (Offline Process)

In multi-dimensional scenarios, the construction of the convex function landscape has more steps. This section reports the process of constructing a convex function from an arbitrary set of points step by step. Note that the landscape construction is a one-time process. After the initialization of the landscape, fitness evaluations can be performed based on the conducted landscape.

2.1.1. Generate Some Random Points and Use “Quick Hull” Algorithm to Construct a Convex Hull

In the \(d\)-dimensional hyperspace \(\mathbb{R}^d\), a set of \(N\) random points \(S = \{x_1, \ldots, x_N\}\) is generated from the domain \(D_d\), where \(D_d\) is an arbitrary convex set and \(x_i \equiv (x_{i,1}, x_{i,2}, \ldots, x_{i,d})\). By applying the “quick hull” algorithm [39], a convex hull is constructed and represented by \(\mathcal{H} = \{\mathcal{P}_1, \ldots, \mathcal{P}_m\}\), where \(\mathcal{P}_j = \{v_1^{(j)}, \ldots, v_d^{(j)}\}\) is a \(d\)-dim polygon (or hyper-polyhedron) with \(d\) vertices, and each vertex \(v_k^{(j)} \equiv (v_{k,1}^{(j)}, v_{k,2}^{(j)}, \ldots, v_{k,d}^{(j)})\) \(\in S\). Figure 1b shows an example of constructing a 3D convex hull from random points with a setting of \(N = 15\), and \(D_2 = [-5, 5]^2\) is a special case of a convex set, which is also consistent with the settings in BBOB.

2.1.2. Remove the Upper Hull

For the generated convex hull \(\mathcal{H}\), each \(\mathcal{P}_j\) is identified as belonging to the upper hull or the lower hull. The first step is to find the equation of the hyperplane containing \(\mathcal{P}_j\) based on the coordinates of the vertices \(v_k^{(j)}\), for \(k = 1, 2, \ldots, d\).

Let \(A_j\) be the hyperplane containing \(\mathcal{P}_j\). The equation of \(A_j\) can be represented as

\[
a_{j,1}x_1 + a_{j,2}x_2 + \cdots + a_{j,d-1}x_{d-1} - x_d + b_j = 0.\tag{3}
\]

Note that the coefficient of \(x_d\) is set to be \(-1\) because later, \(x_d\) is set as an explicit function of \(x_1, \ldots, x_{d-1}\). Since the \(d\) vertices of \(\mathcal{P}_j\) lie on the hyperplane \(A_j\), the other coefficients, \(a_{j,1}, a_{j,2}, \ldots, a_{j,d-1}\) and \(b_j\) can be determined by solving a system of \(d\) linear equations.
The normal vector \( n_j \) of the hyperplane is \( n_j = (a_{j,1}, a_{j,2}, \ldots, a_{j,d-1}, -1) \) [43]. To verify whether \( P_j \) is an upper or a lower hull, a vector \( w_j \), which starts at a point of the convex hull (but not on \( P_j \)) and ends at a point in \( A_j \), is used to determine the orientation of \( P_j \). Pick an arbitrary vertex \( \hat{v} \approx (\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_d) \in \mathcal{S} \setminus P_j \) and project it on the hyperplane \( A_j \) to obtain the projected point \( \hat{v}' \approx (\hat{v}'_1, \hat{v}'_2, \ldots, \hat{v}'_d) \in A_j \). Thus, \( w_j \) satisfies two equations:

\[
\begin{align*}
    w_j &= \hat{v}' - \hat{v}, \\
    w_j &= \lambda n_j,
\end{align*}
\]

where \( \lambda \) can be positive or negative. Figure 3 shows the vertex \( \hat{v} \) outside the polygon \( P_j \), the projected points \( \hat{v}' \), and the vector \( w_j \).

![Figure 3](image)

Figure 3. An example of vertex \( \hat{v} \) outside the polygon \( P_j \), the projected points \( \hat{v}' \), and the vector \( w_j \).

In addition, \( n_j \) is the normal vector of \( P_j \) and \( u_d \) is the standard unit vector parallel to the \( x_d \)-axis. Whether \( P_j \) belongs to the upper hull or the lower hull can be determined by checking the sign of the inner product \( w_j^T u_d \). If \( w_j^T u_d > 0 \), then the angle between the two vectors is between 0 and \( \pi/2 \) and \( P_j \) is a polygon belonging to the upper hull. Otherwise, it belongs to the lower hull. The convex hull \( \mathcal{H} \) is then partitioned into two subsets, the upper hull and the lower hull, denoted by \( \mathcal{H}_U \) and \( \mathcal{H}_L \), respectively. The lower hull \( \mathcal{H}_L \) is an important constituent for constructing the convex function.

The convex landscape \( \mathcal{H}_L \) is the combination of \( M \) hyperplanes \( \mathcal{H}_L = \{P_1, \ldots, P_M\} \), where \( M \) is the total number of polygons. Note that the hyperplanes of the polygons can be extended. Thus, the convex landscape can be constructed.
2.1.3. Computational Complexity

The computational complexity of the offline process is the sum of all the steps. The first step is the constitution of a convex hull via the “quick hull” algorithm. When $d \leq 3$, the computational complexity is $O(N \log N)$. When $d > 3$, the computational complexity is $O(M)$, where $M$ is the number of polygons of the convex hull [39].

The time complexity from Section 2.1.2 is $O(Md^3)$ since all polygons are checked once and their coefficients are determined by solving a system of $d$ linear equations, which has a time complexity of $O(d^3)$, assuming that Gaussian elimination is used [44].

Therefore, the overall time complexity of the offline process is dominated by the process in Section 2.1.2 and is of complexity $O(Md^3)$.

2.1.4. Examples of the Landscape Construction

Two examples show the process of landscape construction for $d \in \{2, 3\}$. Figures 4 and 5 illustrate the case of $d = 2, N = 15$ and the case of $d = 3, N = 15$, respectively. For each case, sub-figures (a)–(c) show the steps of the landscape construction from a set of random points. When $d > 3$, the landscape cannot be visualized anymore. Then, the landscape characteristics are verified in Section 3.2.

Figure 4. Constructing the convex function landscape when $d = 2, N = 15$. (a) Randomly generated points. (b) Constructed convex hull. (c) The curve after removing the upper hull.
Figure 5. Constructing the convex function landscape when $d = 3$, $N = 15$. (a) Randomly generated points in 3D space. (b) Constructed convex hull. (c) The remaining lower hull $H_L$ after removing the upper hull.

2.2. Fitness Evaluation (Online Process)

This section demonstrates the online process, which is the fitness evaluation step for a given input point. In practice, the number of online process executions is determined by the user-defined evaluation budget. Note that this is a query process and given a $(d-1)$-dimensional input $x \in D_{d-1}$, the process returns $f(x)$.

The convex landscape is constructed from the perspective of computational geometry starting from arbitrary points. In the process, the fitness of the landscape can be obtained based on the positional relationship between the planes in the space. For any $A_j$ from the lower hull $H_L$, the equation $g_j(x)$ to obtain the fitness value of any hyperplane $A_j$ is

$$g_j(x) = a_{j,1}x_1 + a_{j,2}x_2 + \cdots + a_{j,d-1}x_{d-1} + b_j. \tag{7}$$

Given any input $x$, the fitness value can be evaluated by the following equation:

$$f(x) = \max\{g_1(x), g_2(x), \ldots, g_M(x)\}. \tag{8}$$

Since $g_j$ is linear, the operation of taking the maximum of (8) ensures the convexity of the landscape since taking the maximum of a set of convex functions preserves the convexity [2].

In the online evaluation process, the computational complexity depends on the structure of the convex hull from the offline process. In the setting in Section 2.1.3, assume that the total number of polygons is $M$. The relationship between the number of input points, $N$, and the number of polygons, $M$, is discussed in the experiment in Section 3.1.
The complexity of (7) is $O(Md)$ since each equation has $d$ terms. The complexity of (8) is $O(M)$. Therefore, the total complexity of the online process is $O(Md)$.

3. Experiments

This section reports three experiments conducted to evaluate the performance of the newly proposed generator. The first experiment investigated the relationship between the number of initial points and the number of polygons. Since $d > 3$, the convex function landscape could not be visualized. The second experiment verified the convexity of the multi-dimensional convex landscape. The third experiment used the BFGS algorithm to solve the generated convex function from BBOB and the new generator. All the algorithms and benchmarks in the experiments were coded in Matlab 2021 on a PC with an Intel 3.4 GHz Core i7 processor with 24 GB RAM.

3.1. Relationship between the Number of Vertices $N$ and the Number of Polygons $M$

The relationship between the number of initial points $N$ and the number of polygons $M$ was investigated. Note that the landscape construction was carried out one time only and was conducted offline. The number of polygons and the time used for the landscape construction were recorded for two different scenarios: (1) $N = d + 5$ and (2) $N = 2d$. The range of $d$ was set as shown in Figures 6 and 7. One thousand different landscapes were constructed for each scenario and the average numbers were calculated to reflect the trend.

![Figure 6](image1.png)

**Figure 6.** Relationship between the number of initial points $N$ and the number of polygons $M$ when the initial number of polygons is $N = d + 5$.

![Figure 7](image2.png)

**Figure 7.** Relationship between the number of initial points $N$ and the number of polygons $M$ when the initial number of polygons is $N = 2d$.

The results shown in Figures 6 and 7 reflect the trend in the number of polygons with the change in the dimensions. When the dimensions increased, the number of polygons increased rapidly. Meanwhile, the number of initial points also affected the number of polygons. With the same dimensions, when the number of initial points was larger, the number of polygons was larger. For example, when $d = 10$, Figure 6 shows a setting of
$N = 15$, whereas Figure 7 shows a setting of $N = 20$. In Figure 7, $M$ is much larger than in Figure 6. With more polygons used to construct the landscape, the landscape was more complex. Therefore, the landscape can be tuned by the number of initial points.

### 3.2. Verifying the Convexity in High Dimensions by the Nonconvexity Measure of the Landscape

The convexity of the generated landscape is straightforward to prove. Since the composed polygons are linear hyperplanes and the composition rule takes the maximum among all the hyperplanes, the generated landscape is convex since taking the maximum of a set of convex functions preserves convexity [2].

In the EC community, convexity is a feature used to evaluate the optimization problem landscape. A practical method, “nonconvex ratio analysis”, was proposed [40] to test the convexity of the landscape. This method randomly samples points and their midpoints from the landscape as a quantitative measure of nonconvexity. The nonconvexity ratio (NCR value) of the landscape is estimated from the sampled points’ fitness values and their midpoint.

In Table 1, the NCR value of the instances from BBOB and those from the generator are illustrated. The instances of the BBOB problem were randomly selected. Note that the selection of the instances was not important. The instances were rotation and translation applied to the basic functions, showing illustrative examples to analyze the convexity of the landscape. To test the new proposed generator, the experiment was conducted with multiple dimensions and various settings of the initial points. Note that when applying nonconvexity measures to analyze the landscape, the landscape was considered a black-box function. The result of instances from the new generator was zero, showing that the generated landscape was always convex. In contrast, the NCR values of BBOB problems were not always zero, depending on which function in the BBOB was selected. The only exception was $f_1$, which was the sphere function. It had an NCR value of zero.

#### Table 1. The NCR values of problem instances from BBOB and the proposed generator at different dimensions.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Problem of BBOB</th>
<th>NCR Value</th>
<th>N</th>
<th>NCR Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 2$</td>
<td>$f_1$</td>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$f_7$</td>
<td>0.0912</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$f_{21}$</td>
<td>0.4804</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>$d = 5$</td>
<td>$f_1$</td>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$f_6$</td>
<td>0.0448</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$f_{16}$</td>
<td>0.4616</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>$d = 10$</td>
<td>$f_1$</td>
<td>0</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$f_7$</td>
<td>0.0096</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$f_{15}$</td>
<td>0.0016</td>
<td>15</td>
<td>0</td>
</tr>
</tbody>
</table>

### 3.3. Using the BFGS Algorithm to Solve the Convex Function

The experiment utilized the BFGS optimization algorithm to solve the generated landscape. The experiments solved the convex function with different dimensions. To implement the BFGS algorithm, the built-in Matlab function “fmincon” was applied.

Figure 8 shows an illustrative example in which the BFGS algorithm solved the generated convex landscape iteratively when $d = 3$. The fitness curve shows the progress of the BFGS algorithm in finding the global minimum point in the landscape.
Figure 8. Applying BFGS algorithm to solve the generated convex function landscape when \( d = 3 \). (a) The figure is a randomly generated convex function landscape. (b) Searching curve shows the progress of solving the optimization problem.

Two examples of the progress of the BFGS algorithm in solving convex problems in high dimensions are illustrated in Figure 9a (for \( d = 6 \)) and Figure 9b (for \( d = 11 \)).

Figure 9. (a) The fitness curve for the BFGS algorithm when searching for the optimum of the generated problem when \( d = 6, N = 15 \). (b) The fitness curve for the BFGS algorithm when searching for the optimum of the generated problem when \( d = 11, N = 15 \).

The BFGS algorithm was also applied to solve the sphere function of BBOB [3]. From Figure 10, it can be seen that the BFGS algorithm took a smaller number of iterations to converge to the optimum of the sphere function class with dimensions of \( d = 6 \) and \( d = 11 \). For example, when \( d = 6 \), the BFGS algorithm solved the problem from the new proposed generator in 113 iterations as shown in Figure 9a, whereas it took 13 iterations to solve the randomly selected f1 instance, as shown in Figure 10a. From the perspective of consuming iterations/time, the landscape from the new proposed generator required a higher evaluation budget for the BFGS algorithm to solve, which intuitively indicates that the problems offered by the new generator are more complex.
Figure 10. (a) The fitness curve for the BFGS algorithm when \(d = 6\) for a BBOB problem instance randomly selected from the f1 class. (b) The fitness curve for the BFGS algorithm when \(d = 11\) for a BBOB problem instance randomly selected from the f1 class.

4. Conclusions

This paper proposes a novel convex landscape generator that can generate arbitrary \(d\)-dimensional convex landscape from an initial set of \(d\)-dimensional random points. It works by constructing the convex hull and then extracting the lower boundary of the hull. This lower boundary forms a convex function. It is a "non-parametric" convex function generator as it generates an arbitrary convex landscape from a set of initial random points and does not have any parameters.

It is not based on defining an initial set of convex basis functions and a set of composition rules. Thus, it has no bias toward a particular set of convex basis functions or a particular mathematical form of convex functions.

The construction of the convex function is of the complexity \(O(Md^3)\), where \(M\) is the number of polygons generated. This is an offline process and is executed once only. For a benchmark function query, which is an online process, the complexity is \(O(Md)\). It was found that \(M\) increases nonlinearly with \(d\) as well as \(N\). The process may be time-consuming when both \(d\) and \(N\) are high.

This convex function landscape generator gives a new class of convex benchmarks for testing the performance of evolutionary algorithms, which is much more general than the rudimentary sphere function benchmark in BBOB and CEC, which allows only simple transformations such as translation and rotation.

The nonconvexity ratio test verifies that the proposed generator indeed generates convex landscapes. Testing using the BFGS, a gradient descent-type algorithm, verifies that the generator generates more challenging convex landscapes than the BBOB sphere function with its limited set of transformations.

Apart from evolutionary computation, the proposed convex landscape generator can be a useful tool for general mathematics and engineering research.
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