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ABSTRACT Enabling users conveniently accessible to their most interesting jobs or candidates is an important and challenging task for professional network recommenders in professional social networks (PSNs). Nowadays, PSNs accommodate tremendous and diverse users and face continuous uploading and high data freshness. In this paper, an online mining and predicting system is proposed for personalized job or candidate recommendation with big-data support. It considers the users’ explicit information as context to achieve personalized recommendation. In addition, the system utilizes the reward extracted from online implicit information of the previous users with similar context information to relieve the cold start problem. Furthermore, a tree-based method is introduced to address large-volume items by effectively analyzing them in cluster level and thus reduce the computational load. Considering the dynamic property of PSNs, our model is adaptive for the expanding dataset, enabling it to real-timely make accurate recommendations for the incessant new arrivals. Moreover, theoretical analysis shows that our algorithm achieves sublinear regret over time. Finally, extensive experiments are conducted to test our algorithm based on the real dataset from ACM RecSys Challenge\textsuperscript{1} and validate the outstanding performance of our algorithm when compared with other existing algorithms.

INDEX TERMS Big data, contextual online learning, bilateral recommendation, professional social networks.

I. INTRODUCTION

A. MOTIVATION

The tremendous advancement of network technique promotes the prevalence of worldwide professional network services. In professional social networks (PSNs), a large number of recruiters post jobs and job seekers post their CVs, trying to find their targets (i.e., suitable candidates and desirable jobs respectively). According to the Wikipedia, the 20th most popular website LinkedIn, as of April 2017, had 500 million members in 200 countries, out of which more than 106 million members are active.\textsuperscript{2} However, users are flooded in the sea of the vast and heterogeneous information and are struggling to make decisions [1]. To facilitate the efficiency of users, it is crucial to propose an effective mining and prediction system which can recommend appropriate jobs or candidates to users.

The problem of recommending items in PSNs poses several modeling and system challenges. First, personalized professional network recommenders (PNRs) require promptly make accurate recommendations to the job seekers

\textsuperscript{1}\url{http://www.recsyschallenge.com/2017}
\textsuperscript{2}\url{https://en.wikipedia.org/wiki/LinkedIn}
and employers and real-timely update the system’s policy to maximize users’ satisfaction. To achieve personalization, user’s explicit information (e.g., candidates’ age, gender and experiences and jobs’ type, salary and key skills) should be effectively used. However, recommendations only based on explicit information could result in high risks such as a higher number of dissatisfied job seekers and potentially longer unemployment durations [3]. Therefore, implicit information concerning users’ online interactions also requires consideration. Implicit information consists of all signals about users’ interests that can be deduced by their online behaviors such as the pages they visited, the time they stayed on a specific page and the items they saved for revisiting [3]. Therefore, we formulate the job or candidate recommendation as an online learning model by introducing the explicit information as \textit{context} to cluster the items and extracting \textit{reward} from the implicit information to update the policy, striving for the users’ satisfaction maximization in the long run.

Second, job or candidate recommendation faces its unique challenges compared with other types recommendations (e.g., book, movie). The challenge is incurred by the fact that a job posting is meant to hire one or few employees only and a job seeker aims to find one or few jobs to apply [4]. Once a job recruits enough staffs or an employee finds desirable works, they might pay scant heed for the future recommendations and cannot be further recommended to new arrivals. Therefore, the active time of jobs or employees in PSN is comparatively transitory and can get expired quickly. In [5], expired items are detected and removed. Nevertheless, it is a waste of valuable historical data since the related contextual and reward information can be further utilized for future recommendations. Therefore, the recommender should be capable to efficiently solve the expired items and harness the historical data related to them.

Third, while personalization brings the system accurate recommendation when facing the great diversity of both jobs and candidates, it suffers from the high computational load. This is because it needs to real-timely score millions of items (i.e., candidates or jobs) considering the users’ context. As a result, some existing recommenders [6]–[8] that score items individually cannot effectively and real-timely handle this issue. In addition, the frequent arrivals of new users render cold start a severe issue. This is because very few prior interaction histories of the diverse users are available at the very beginning. Furthermore, in the big-data era, the system should have a strong scalability for the vast amount of incoming jobs and users. Consequently, an online PNR that both considers the implicit and explicit information of users and has the capacity to real-timely and effectively tackle a large volume of data is needed for PSNs.

### B. RELATED WORKS

A plethora of works focuses on jobs and candidates recommendation, which can be categorized as textual-based recommendation and filtering-based recommendation. The textual-based recommendation systems identify the semantic content by analyzing the users’ provided information as well as the content of job offers. To this end, there are two kinds of semantic analysis methods: the ontology-based approaches [10] and text-mining-based approaches [11], [12]. However, most of the existing recommendations in this domain only pay attention to candidate selection by human resources rather than bilateral recommendations for the job or candidate [6]. Moreover, those works only use the explicit information proposed by users and neglect their implicit online interactions, potentially bringing about a higher number of dissatisfied job seekers [3].

As for filtering recommendations, there are three branches: content-based filtering, collaborative filtering and hybrid filtering. Content-based filtering [7], [13]–[16] relies on prior behavior or preferences of a user to recommend items [17]. Nevertheless, content-based filtering can easily bog down in the mud of overspecialization i.e., the cases where the users’ recommended items are quite similar to what they have previously rated [8]. Collaborative-filtering recommender systems [18]–[21], finding the similar users and predicting the preferred item through the historical information, may be accurate when the degree of difference between users is not significant. However, collaborative-filtering methods require enough historical records and feedbacks from users, which may cause cold start issue when facing the frequent arrivals of vast and dynamic job seekers and recruiters [22]. Hybrid-filtering systems combine the abovementioned methods and can somewhat relieve the overspecialization and cold start problems [6], [8]. Nevertheless, those systems cannot well tackle the large-scale dataset because scoring tremendous items or users individually at each round is too computational cost.

In online learning, bandit algorithms get a great attention recently. Contextual multi-armed bandit algorithms (CMAB) are wildly used in recommendation system [23]–[29], which can guarantee the optimal performance in finite rounds and achieve personalized recommendation. These works assume that the reward of an item from users with similar contexts meets the Lipschitz condition, which is the same as our algorithm. The benefit of contextual bandit model is that the system can serve new users by utilizing the historical rewards from those who have the similar context information, thus greatly relieving cold problem. Nevertheless, the state-of-the-art CMAB algorithms cannot well cope with the issues in PSNs. For example, Li \textit{et al.} [28] proposes LinUCB algorithm to solve recommendation problems of the news article, in which the payoff (reward) of a recommendation is modeled as a linear function of the context with unknown weight vector. However, the linearity assumption may not be practically satisfied in the scenario of PSNs. In [33], an item-cluster tree is proposed to achieve lower complexity, but the tree is built from the leaf to root offline. Therefore, the total number of items must be known ahead, which is impractical in the big data scenarios. Furthermore, a series of theories named $X$-armed bandit [30], [32] have been proposed. The core purpose of them is to optimize an unknown function.
C. CONTRIBUTION

To solve the abovementioned challenges, we propose a tree-based and context-aware online recommendation system for both job seekers and recruiters in PSNs. Our method is derived from CMAB [27]. CMAB keeps variables and each of them carries the information from the tradeoff between estimated performance and uncertainty of each arm (or action). This variable is updated at each round by learning the historical feedbacks (rewards). Then, the algorithm selects the arm with the highest variable at each round. Furthermore, in the next round, the decision-making strategies for all arms are updated based on the feedback of the selected arm. The performance loss in CMAB is evaluated in term of regret (i.e., the gap between mean reward and empirical reward). The algorithm converges to the optimal policy when it can achieve sublinear regret.

To relieve the cold start problem, we make the Lipschitz condition assumption of the reward of similar users. Therefore when new jobs or candidates come to the system, though there is no historical information about them, the system can utilize the historical rewards of their counterparts. Then the system can deduce their potentially favored items and make reasonable recommendations.

To effectively harness the massive data resource in PSNs, a scoring-tree structure is introduced to cluster the candidates and jobs and score them in cluster level to cope with the large-scale and increasing dataset. Each cluster in the structure is projected as an arm in CMAB and scored by the implicit feedbacks extracted from users’ natural behaviors. Differing from the offline and bottom-up tree structure in [33], the tree structure updates online and expands from the top to the bottom, which is more appropriate for the recommendation in big-data scenario. In addition, compared with our prior work [34] in which the context partition operates at the very beginning depending on the total number of rounds, the new proposed dynamic partition method divides the context space based on the context of the new arrival, though has slightly higher computing load, leading to more accurate and personalized recommendations. Furthermore, different from tree-base methods proposed in [33] and [34], in which the number of items in the tree structure is fixed after its building, our new proposed algorithm is adaptive for increasing items with the consideration that items may be expired. This paper makes the following contributions:

- We propose a contextual online learning algorithm for job or candidate recommendation applied on the PSNs.
- In order to harness the large-scale items, the proposed system cluster the similar items based on the dissimilarity function. The cluster-level operation and analysis guarantee the efficiency of the system.
- For more accurate and personalized recommendation, the system both consider the explicit and implicit information of users and propose a dynamic context partition method, which divides the context space depending on the context of the new arrival.
- Extensive and practical simulations are performed to evaluate the performance of the proposed algorithm.

The remainder of this paper is organized as follows: In Section II, we formalize the PNR problem and present the system model. In section III, we present our algorithm ETDC, some optimization details of the crucial parameter and the analysis of ETDC’s regret bound. Experimental design and simulation results are available in Section V, and the paper is concluded in Section VI.

II. PROBLEM FORMULATION

There are four major components in our proposed professional network recommendation system: employee, recruiter, job and PNR. On the one hand, employees input their personal information or update their resumes through the employee interface for their preferred jobs. In this case, PNR recommends jobs to employees. On the other hand, recruiters post the job positions with various requirements for suitable workers. In this case, PNR recommends employees to recruiters. Since the recommended items and corresponding users differ in the scenarios of job recommendation and employee recruitment, we use item and user in the following parts to simplify the discussion. We first briefly introduce the workflow of our system. We consider a time-slotted system in this paper. As shown in Fig. 1, at each time slot $t = 1, 2, 3, \ldots$, the system works in the following steps: 1) A user arrives PSN and PNR gets the context vector extracted from the user’s explicit information; 2) the system observes the context and recommends an item to the user based on the current context as well as the historical information about users, items, contexts and rewards; 3) after the recommendation, PNR extracts reward from the user’s natural click behaviors. Then PNR adds the interaction log to the database which
will be used in future recommendation. Then we detailedly illustrate the components:

User: In PSNs, users are either employees or recruiters. We denote by \( U = \{ u_1, u_2, \ldots \} \) the users set and \( C = \{ c_1, c_2, \ldots \} \) their corresponding contexts. The context vector is drawn from a \( d_C \)-dimensional context space \( C \), of which each dimension maps one feature of the user. For instance, if a recruiter \( u \) poses a job with background information (e.g., geographic location, job position and salary, inclination for employees expert in Java, machine learning and algorithm design). Then the PNR extracts the context vector \( c \) from the abovementioned explicit information. For simplicity of exposition, we normalize the context space into \( C = \{ 0, 1 \}^{|C|} \).

In the context space, we define \( D_c \) as a metric \( D_c : C \times C \rightarrow \mathbb{R}^+ \). A larger \( D_c(c, c') \) shows that the two contexts \( c \) and \( c' \) exhibit higher dissimilarity. The metric \( D_c \) can be the Euclidean norm or any other norm in the Euclidean space \( C \).

Item: Items are either the jobs in job recommendation or the employees in employee recruitment. Specifically, we denote by \( \mathcal{X} = \{ x_1, x_2, \ldots \} \) the total corresponding items, where each \( x \) represents the item feature vector, to construct a \( d_I \)-dimensional space. In the item space, we define the dissimilarity function \( D_I : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}^+ \). Similar to \( D_c \), a larger \( D_I(x, x') \) indicates that the two item \( x \) and \( x' \) exhibit higher dissimilarity. As mentioned in the introduction, the items in PNR are dynamic i.e, the recommended item set varies with old items expiring and new items arriving.

In order to support the big-data analysis, an infinite item-scoring tree structure is built to contain item space \( \mathcal{X} \), which enables the analysis in cluster level and thus reduces the scale of analyzed items at each round. Let \( T \) denote a binary tree, of which each node covers a subset of \( \mathcal{X} \) and the two children nodes are mutually exclusive and combine into their father node. We denote by \( (h, i) \) the \( i \)-th node at depth \( h \) in \( T \), where the index \( i \) of nodes at depth \( h \) is restricted by \( 1 \leq i \leq 2^h \).

The set of total items in the node \( (h, i) \) is denoted by \( \mathcal{P}_{h, i} \). Thus, we obtain: \( \mathcal{P}_{h+1} = \mathcal{X} \), \( \mathcal{P}_{h+1, i} = \mathcal{P}_{h+1, 2i-1} \cup \mathcal{P}_{h+1, 2i} \), and \( \mathcal{P}_{h+1, 2i-1} \cap \mathcal{P}_{h+1, 2i} = \emptyset \), where \( \emptyset \) denotes empty set. For instance, root node \((0, 1)\) covers the whole item space \( \mathcal{X} \) and its child nodes \((1, 1)\) and \((1, 2)\) cover the two mutually exclusive subspace of \( \mathcal{X} \). In the binary tree, we define the diameter of the node \((h, i)\) as \( \text{diam}(h, i) := \sup_{x, y \in \mathcal{P}_{h, i}} D_I(x, y) \), and an item ball with radius \( \epsilon > 0 \) and center item \( x \) in \( \mathcal{X} \) is defined as \( B(x, \epsilon) := \{ x' \in \mathcal{X} : D_I(x, x') \leq \epsilon \} \).

At certain timing, our tree will grow and expand two child nodes to enable more accurate recommendations in future (detailed in Section III). The growth of tree is shown in Fig. 2. Therefore it is intuitive that our tree should expand following some geometric rules i.e., the size of its node should decrease exponentially with its depth increasing. We formalize our intuition with the following assumption:

**Assumption 1 (Well-Shape Growth):** There exists constants \( v_1, v_2 > 0 \) and \( 0 < \rho < 1 \) such that for all nodes \((h, i)\):

1. \( \text{diam}(h, i) \leq v_1 \rho^h \).
2. \( \exists x_{h,i}^a \in \mathcal{P}_{h, i} \text{ such that } B(x_{h,i}^a, v_2 \rho^h) \subseteq \mathcal{P}_{h, i} \).

PNR: The PNR works both for job recommendation and employee recruitment. For different scenarios, PNR learns online the performance of corresponding users based on all the historical responses and then recommends the appropriate item for each arriving users to maximize the cumulative reward of them. We denote by \( r \) the rewards from users, which are extracted from users’ implicit information (i.e., online interactions). PNR holds the database containing the historical interaction logs between users and items in the form of triple \((c, x, r)\). We denote by \( M = \{ (c_1, x_1, r_1), (c_2, x_2, r_2), \ldots \} \) the set of logs.

As mentioned in the Section I-A, the reward is determined by the users’ implicit information i.e., natural behaviors after accepting the recommendation. Given the less robust nature of the implicit information, it is possible that binary representation of user interest (either 1 or 0) will lead to a better recommender system [3]. Therefore, We use the interest indicators in existing recommendation systems [35]–[37] to model the binary reward:

\[
    r_{x,c} = \mathbb{I}(l(x, c) > 0 \text{ or } sa(x, c) = 1),
\]

where \( l(x, c) \) is the reading time that the user with context \( c \) spent on the recommended item \( x \), which is measured as the difference in seconds between the HTTP-request to view the recommended item’s web page and the subsequent HTTP-request [3]; \( sa(x, c) \) indicates whether the user save the item in his/her profile e.g., when \( sa(x, c) = 1 \), the user with context \( c \) saved the item \( x \) after the recommendation; \( l(x, c) \in \{ 0, 1 \} \) shows whether the user clicked a button that indicates the item is not to his/her liking e.g., \( l(x, c) = 0 \) illustrates that the user with context \( c \) clicked the “ Unlike “ or “ delete “ button for the item \( x \). Therefore, we can see, at each time slot, the \( r \) is a Bernoulli distribution which takes value 1 with unknown probability determined by context \( c \) and item \( x \). Similar with [23], [24], and [33], the reward is assumed to be an identically and independently distributed (i.i.d) random variable. Then, we define the expected reward function of an item \( x \) for a context \( c \) as \( f(x, c) = \mathbb{E}[r_{x,c}] \). For a given context \( c \), we denote the optimal item as \( x^*_c = \arg \max x f(x, c), \forall x \in \mathcal{X} \).

In previous recommendation system based on contextual bandit algorithms, Lipschitz condition is used to model the similar expected rewards of an item in two similar contexts [28] and [33]. Similar to those works, we formalize this dependency as follows:

**Assumption 2 (Local Smoothness):** Given \( c \in C \), for all \( x \in \mathcal{X} \):

\[ f(x^a, c) - f(x, c) \leq D_I(x^a, x). \]

Different from the works [28] and [33] which require the smoothness information around all items, we weaken the assumption and only the smoothness information around the optimal item \( x^* \) is needed. Based on the assumption, we bound the gap between the expected reward of the optimal item and other items. Furthermore, the assumption indicates the intuition that compared with the optimal item, the more similar the item we recommend, the larger probability the
user has a positive feedback about it. For instance, in job recommendation, if an employee wants to be an algorithm designer, she is more likely to click the “save” button for a programming-related job than a commercial work. Then, we similarly formalize the relation between rewards and contexts.

Assumption 3 (Lipschitz Condition): For the same item $x$, given two context vectors $c_1$ and $c_2$ there exists a constant $L_C$ such that:

$$\|f(x, c_1) - f(x, c_2)\| \leq L_C D(c_1, c_2).$$

Apparently, the similarity of contexts of users determines the similarity of feedback with regard to the same item. For instance, the natural click behaviors of two employees after accepting the recommendation of the same job are determined by their interests towards it and their interests are closely related to their context information.

At each time slot $t$, a natural gap exists between the real reward $r_t$ and the optimally expected reward $f(x^{*}_t, c_t)$. This gap is mainly caused by the insufficient learning of our algorithm. For example, in Fig. 2, we take a portion of the tree to illustrate the gap. At this round, we search the tree structure and recommend the node in the tree to illustrate the gap. At this round, we search the tree structure and recommend the node (18, $i$). Therefore, there is a gap between the real reward from recommending the item in the node (18, $i$) and the expected optimal reward from recommending the node (16, $i'$). This deviation comes from the system’s not converging to the best policy. Therefore, in order to measure the reward loss, we introduce regret as the metric.

Definition 1 (The Regret of Online Learning): After the time $n$, the cumulative gap between the optimal items and selected items are:

$$R(n) = \sum_{t=1}^{n} f(x^{*}_t, c_t) - \sum_{t=1}^{n} r_t,$$

the cumulative regret also represents the convergence rate of the total average reward of the learning algorithm and in the following subsections we will both theoretically (section III) and experimentally (section IV) prove that the regret of our algorithm achieves sublinear over time.

III. PROPOSED ALGORITHM

In this section, we present our Expandingly Tree-based and Dynamically Context-aware Online Learning algorithm (ETDC) and analyze its regret through time $T$. The main algorithm is shown in Algorithm 1, and its subfunctions are illustrated in Algorithm 2 and 3.

Algorithm 1 ETDC

Require: The constants $v_t, c > 0, r_c, T, d_C, d_l, \rho \in (0, 1)$

Initialize: $t = 1, j = 1, T_i = [(0, 1), (1, 1), (1, 2)], E_{1,1}(t) = E_{1,2}(t) = \infty, M = \{\}, H = 1, h = 0.$

1: for $i = 1, 2, \ldots, T$ do
2: if a new item $x$ is added then
3: $T_i \leftarrow$ AddItem($T_i, x$)
4: end if
5: Extract the context vector $c_i$ from the user $u_i$
6: Get similar context set $J(t), \Gamma(t)$ and $R(t)$
7: for all nodes $(h, i) \in T_i$ do
8: update the value $T_h,i(t)$ in Eq.(4);
9: update the value $E_{h,i}(t)$ in Eq.(6);
10: update the value $S_{h,i}(t)$ in Eq.(5);
11: end for
12: $(h_t, i_t) \leftarrow$ OptimalPath$(T_t)$
13: Randomly select an unexpired item in node $P_{h_t, i_t}$
14: Calculate the the reward $r_t$ in Eq.(1)
15: $M \leftarrow M \cup \{(c_{t}, x_t, r_t)\}$
16: Calculate the threshold value $\tau_{h_t}(t) \leftarrow \frac{c_{t}^{2}ln(t)}{v_{t}^{2}} \rho^{-2h_t}$
17: if $T_{h_t,i}(t) \geq \tau_{h_t}(t)$ and $(h_t, i_t) \in Leaf(T_t)$ then
18: Expand the current node:
19: $T_i \leftarrow T_i \cup \{(h_t + 1, 2i_t - 1), (h_t + 1, 2i_t)\}$
20: $H \leftarrow H + 1$
21: end if
22: end for

A. ALGORITHM DESCRIPTION

For better clarification, the algorithm is discussed in the scenario of job recommendation, where users are employees and items are jobs and jobs are recommended to arriving users. In this scenario, ETDC runs in four steps. 1) ETDC first checks the incoming jobs and add the new jobs into the tree structure at each round since new jobs can be posted by the companies at any time, 2) Then, with an employee arriving at the platform, the algorithm predicts the employee’s preference by aggregating historical rewards from the employees whose context vectors are similar to the arrival. 3) With the rewards, ETDC updates the scoring-tree structure and then search for the most promising job and recommends it to the employee. 4) After that, the algorithm...
Algorithm 2 AddItem

Require: Tree $T$, $x$
Initialize: $(h, i) = (0, 1)$
1: $P_{h, i} \leftarrow P_{h, i} \cup x$
2: while $(h, i) \notin \text{Leaf}(T)$ do
3:   if $diam((h+1, 2i-1) \cup x) - diam((h+1, 2i-1)) 
     \leq diam((h+1, 2i) \cup x) - diam((h+1, 2i))$ then
4:   $(h, i) \leftarrow (h + 1, 2i - 1)$
5:   $P_{h, i} \leftarrow P_{h, i} \cup x$
6:   else
7:   $(h, i) \leftarrow (h + 1, 2i)$
8:   $P_{h, i} \leftarrow P_{h, i} \cup x$
9: end if
10: end while
11: return $T$

Algorithm 3 OptimalPath

Require: Tree $T$
Initialize: $(h, i) = (0, 1)$, $T_{0,1} = \tau_0(t) = 1$
1: while $(h, i) \notin \text{Leaf}(T)$ and $T_{h,i}(t) \geq \tau_0(t)$ do
2:   if $S_{h+1,2i-1} \geq S_{h+1,2i}$ then
3:     $(h, i) \leftarrow (h + 1, 2i - 1)$
4:   else
5:     $(h, i) \leftarrow (h + 1, 2i)$
6: end if
7: end while
8: return $(h, i)$

extracts the reward from the employees’ browsing behavior and updates the log to facilitate future recommendation. Note that our algorithm is also compatible with employee recruitment. Then we provide the detailed descriptions of each step:

1) ADAPTIVE FOR THE INCOMING ITEMS
At each time slot $t$, ETDC first check whether new jobs are posted by the companies (line 2-4 in ETDC). If a new job arrives the system, ETDC extracts its feature vector and call the subfunction AddItem to add the job into the tree structure. Specifically, since the root node contains the whole job space, AddItem first adds the job vector into it (line 1 in AddItem). Then, AddItem tries to add the job vector into its two children nodes. Note that the job space boundary of the node is defined by the maximum distance between any two job vectors in the job space. Therefore, the space mapped by the nodes may expand (measured by the increase of the diameter) due to adding new job vector into it. On this basis, our goal is to minimize the increase of diameter of each child nodes to reduce the overlapping of their corresponding feature spaces (line 3 in AddItem). Finally, the algorithm adds the job into the node which has a smaller increase of the diameter at each depth and recursively repeats the process till reaches the leaf node (line 3-8 in AddItem). The Fig. 3 illustrates how ETDC adds the new item at depth $h + 1$. We can see that the increase of diameter of $(h + 1, 2i)$ after adding a new item is smaller than that of $(h + 1, 2i - 1)$. Therefore, the incoming item is added into the node $(h + 1, 2i)$. This process guarantees that the space overlapping is minimized between the nodes in the same depth, which is benefit to define a tighter upper bound of the expected reward of each node.

2) OBTAIN THE HISTORICAL REWARDS
At each time slot $t$, ETDC receives an employee’s context $c_t$ extracted from the explicit information of $u_t$. Then it searches for the employees who have similar context with $c_t$ in the context space. The similarity between two employees is defined as Euclidean distance. We assume that there exists a threshold $r_c$ and two employees are similar when their distance is less than $r_c$. We can see that $r_c$ should be carefully selected and is related with the total number of rounds $T$, which will be detailed in the theoretical part (Section III-B). Therefore, even when a new employee arrives, the algorithm can still use the historical rewards from those similar employees to predict the new arrival’s preference. As a result, the cold start problem can be mitigated. As illustrated in Fig. 4, at different time slot, ETDC finds the similar employees in the context space based on the new arriving context vector. The set of the context of those similar employees is defined as $J(t) = \{c_y : y < t, D_i(c_y, c_t) \leq r_c\}$. Thus, we denote the set that contains the arriving time slot of past users in the $J(t)$ by: $\Gamma(t) = \{y : y < t, c_y \in J(t)\}$. As is mentioned before,
PNR holds the database containing the historical interaction logs in the form of triple \((c_i, x_i, r_i)\). Therefore, we can get a set of tuples: \(\mathcal{R}(t) = \{(x_y, r_y) : y \in \Gamma(t)\}\), which will be used to score the jobs in the following phase (line 6 in ETDC).

3) SCORE THE ITEM TREE
In order to guarantee the personalized recommendation, ETDC predicts the employee’s preference by updating the scores of each job node in the whole binary tree based on \(\mathcal{R}(t)\) obtained in phase 2. Intuitively, a higher score indicates the employees tends to have a stronger inclination to the jobs. We first define the number of times that the node \((h, i)\) has been explored up to time \(t\):

\[
T_{h, i}(t) = \sum_{(x_y, r_y) \in \mathcal{R}(t)} \mathbb{I}\{x_y \in (h, i)\}.
\]

In order to estimate the expected reward function \(f(x)\), we record the empirical reward in every node, so the estimation of empirical reward is denoted by:

\[
\hat{\mu}_{h, i} = (1/T_{h, i}) \sum_{(x_y, r_y) \in \mathcal{R}(t)} r_y \mathbb{I}\{x_y \in (h, i)\}.
\]

Then we introduce scoring function \(S_{h, i}(t)\) of each node i.e., a tight upper bound of the expected reward of each job node:

\[
S_{h, i}(t) = \begin{cases} E_{h, i}(t) & (h, i) \in \text{Leaf}(T_t) \ni \text{max}_{k \in [2i-2, 2i]} S_{h+1, i}(t) \ni T_{h, i}(t) = 0 \ni \text{otherwise,} \end{cases}
\]

where \(E_{h, i}(t)\) denotes the upper-bound for the ideal reward of the node \((h, i)\) and it is defined as:

\[
E_{h, i}(t) = \hat{\mu}_{h, i}(t) + \sqrt{\frac{c^2 \ln(t)}{T_{h, i}(t)}} + v_1 \rho^h + L_c r_c.
\]

The intuition of the scoring function comes from the trade-off between the exploitation and exploration. The first term \(\hat{\mu}_{h, i}(t)\) indicates the exploitation. In other words, the employee \(u_t\) are more likely to give a high reward to those jobs whose historical rewards are high from the employees with similar context to her. The second term \(\sqrt{\frac{c^2 \ln(t)}{T_{h, i}(t)}}\) indicates the exploration. It considers the fact that employee’s attitude towards the same job may vary with time. For example, an employee who holds a negative attitude for a job at first might be willing to accept the job in future. Therefore, the scoring function also considers those job clusters that have seldom been selected. The third term \(v_1 \rho^h\) is to bound the deviation in a node, which is based on the Assumption 1 and the fourth term \(L_c r_c\) is to bound the gap caused by the partition of context space, which is derived from Assumption 3. Since the scoring function \(S_{h, i}(t)\) of node \((h, j)\) is related to its child nodes, ETDC postorderly traverse and score each node at each time slot in Eq. 5 (line 7-11 in ETDC).

4) EXPLORE THE TREE AND EXPAND THE LEAF NODE
In this phase, ETDC calls the subfunction \(\text{OptimalPath}\) to explore the tree and find the job node with the highest score (line 12 in ETDC). In the binary tree, we always choose the children node with higher score till the current node is a leaf (line 2-6 in \(\text{OptimalPath}\)). After that, ETDC randomly recommends an unexpired job \(x_{h, i}\) in the leaf node \((h_1, i_1)\). Then ETDC observes the employee’s online behavior and calculates the reward \(r_i\) based on Eq.1. The triple \((c_i, x_i, r_i)\) is then stored in the database (line 13-15 in ETDC).

Then, ETDC decides whether to expand the leaf nodes to refine the tree structure. An intuitive way to expand the selected leaf nodes at each round. However, this may lead to more errors in stochastic situations especially in the scenario of PNR where the rewards are extracted from users’ online browsing behaviors which have a less robust nature [3]. Therefore, it is important to determine the timing to expand the leaf node (line 16-20 in ETDC). We define the threshold \(\tau_{h, i}(t) = c^2 \ln(t) \rho^{-2h}/v_1^2\). When the explored times \(T_{h, i}(t)\) of node \((h_1, i_1)\) reach the threshold, ETDC adds the node two children nodes. This threshold is derived from two time-varying terms in \(E_{h, i}(t)\). The first term \(v_1 \rho^h\) bounds the gap of all items in the same node, which is dependent on the depth of a tree. The second term \(\sqrt{c^2 \ln(t)/T_{h, i}(t)}\) decreases with the number of exploited times increasing. When \(\sqrt{c^2 \ln(t)/T_{h, i}(t)}\) is smaller than \(v_1 \rho^h\), we ensure that the uncertainty of a node is more related to the systematic gap of the items in the node than the exploited times. Thus the node \((h_1, i_1)\) is fully exploited and its errors incurred by less robust nature of those rewards drop into a tolerant level. Therefore, we expand the leaf node to increase the depth of the tree when the term \(v_1 \rho^h\) is equal to the term \(\sqrt{c^2 \ln(t)/\tau_{h, i}(t)}\). As a result, we derive the threshold: \(\tau_{h, i}(t) = c^2 \ln(t) \rho^{-2h}/v_1^2\).

B. ALGORITHM ANALYSIS
We prove that the regret of ETDC has sublinear convergency rate over time in this subsection. We first define the \(\epsilon\)-optimal item set as \(X\epsilon = \{x \in X : f(x^*, c_i) - f(x, c_i) \leq \epsilon\}\), where \(\epsilon \geq 0\). Therefore, with the help of \(\epsilon\)-optimal item set, we can characterize the scale of the problem by introducing packing number. For \(\epsilon' \leq \epsilon\), there is a constant \(C_1\) such that \(N(X\epsilon, D_i, \epsilon') \leq C_1(\epsilon')^{-d_i}\), where \(N(X\epsilon, D_i, \epsilon')\) denotes the maximum number of disjoint superspheres with radius \(\epsilon'\) in the space \(X\epsilon \) w.r.t the metric \(D_i\). Similarly, in the context space \(C\), we have the packing constant \(C_c\) such that \(N(C, D_c, \epsilon_c) \leq C_c(\epsilon_c)^{-d_c}\), where \(N(C, D_c, \epsilon_c)\) denote the minimal number of supersphere with radius \(\epsilon_c \in (0, 1)\) that can cover the context space \(C \) w.r.t the metric \(D_c\).

In the algorithm, a threshold \(\tau_{h, i}(t)\) is introduced to determine the expansion of leaf node. On the one hand, the threshold ensures the accuracy of the empirical reward. On the other hand, it can help us bound the maximum depth of the cover tree. Thus, we present a lemma about the explored depth of the tree over time \(t\).
Lemma 1: Given the threshold value $\tau_{h}(t)$, the depth of every tree $H(t)$ can be bounded as

$$H(t) \leq \frac{\sqrt{2t}}{\rho^2} \log_2 \left( \frac{v_1^2}{c^2 \rho^2} \right). \quad (7)$$

Proof: In the binary tree, the set of all nodes at depth $h$ up to time $t$ is denoted by $I_h(t)$, and the subsets of $I_h(t)$ which only contains the internal nodes or only contains the leaf nodes at depth $h$ are denoted by $I^1_h(t)$ and $I^2_h(t)$. Thus we can get

$$t = \sum_{h=0}^{H(t)-1} \sum_{i \in I^1_h(t)} T_{h,i}(t) \geq \sum_{h=0}^{H(t)-1} \sum_{i \in I^1_h(t)} T_{h,i}(t)$$

$$\geq \sum_{h=0}^{H(t)-1} \sum_{i \in I^2_h(t)} T_{h,i}(t) \geq \sum_{h=0}^{H(t)-1} \sum_{i \in I^2_h(t)} \tau_{h,i}(t)$$

$$\geq \sum_{h=0}^{H(t)-1} \frac{c^2}{v_1^2} \rho^{-2h} \geq \frac{(c\rho)^2}{v_1^2} \rho^{-2H(t)}.$$

As the inequality shows, even if the extreme situation that all the users are in the same sphere up to time $t$ happens, the depth $H(t)$ also meets the bound. Then we can obtain

$$\rho^{-2H(t)} \leq \frac{v_1^2 t}{(c\rho)^2}.$$

$$\Rightarrow H(t) \leq \frac{1}{2} \log_2 \left( \frac{v_1^2 t}{(c\rho)^2} / \log_2 \left( \frac{1}{\rho} \right) \right)$$

$$\leq \frac{1}{2(1-\rho)} \log_2 \left( \frac{v_1^2 t}{\rho^2} \right).$$

Lemma 1 shows that the expansion rate of the cover tree is no more than $O(ln n)$. Then, we introduce an event:

$$\eta_i = \{\forall 0 \leq h \in I_h(t), \forall h \geq 0, \forall 0 \leq i \leq 2^h : [\mu_{h,i}(t) - f(x_{h,i})] \leq c\sqrt{\ln(n)/I_{h,i}(t)} + L_c r_c \}. \quad (8)$$

If this event holds, it is easy to bound $\mu_{h,i}(t)$ through the expected reward and the gap. Then, in Lemma 2, we present that this event holds with a high probability.

Lemma 2: If $c = 3\sqrt{(1-\rho)/2}$, for any value $t$ the event $\eta_t$ holds with probability at least $1 - 1/t^6$.

Proof: The proof of the Lemma 2 is available in [39, Appendix A].

Note that the value of constant $c$ is changeable, and it is relevant to the probability to hold the event $\eta_t$. We can enlarge the value of $c$ to further ensure the happen of $\eta_t$, but the enlarging of $c$ hinders the expansion of the tree (from Lemma 1), which reduces the efficiency of the learning process. Finally, we choose a trade-off value $c = 3\sqrt{(1-\rho)/2}$. Then, we define the instantaneous regret as $\delta(t) = f^*(t) - r_t$ and decompose the regret as two terms under the events $\eta_t$ and $\eta_t^c$, where event $\eta_t^c$ is the complementary event of $\eta_t$.

Then the cumulative regret can be expressed as

$$R(n) = \sum_{t=1}^{n} \delta(t) = \sum_{t=1}^{n} \delta(t)I(\eta_t) + \sum_{t=1}^{n} \delta(t)I(\eta_t^c)$$

$$= R^\eta(n) + R^{\eta_t^c}(n). \quad (9)$$

Since our goal is to calculate the cumulative regret $R(n)$, therefore we shall calculate $R^\eta(n)$ and $R^{\eta_t^c}(n)$ respectively. We first calculate the regret $R^\eta(n)$ under the event $\eta_t^c$.

Lemma 3: Given the constant $c = 3\sqrt{(1-\rho)/2}$, the regret of low-probability term $R^\eta(n)$ is bounded as $R^\eta(n) \leq \sqrt{n}\ln n$ with probability $1 - 1/n^2$.

Proof: The proof of the Lemma 3 is available in [39, Appendix A].

The proof is in accordance with the actual situation in terms of the time. When our algorithm initially operates, there can be a large gap between the empirical reward and the expected reward, which makes the event $\eta_t$ unlikely to holds at first. However, from the proof, we can obtain that the high-probability event $\eta_t$ almost always holds after the time $\sqrt{n}\ln n$. This also indicates the good convergence of the cumulative regret through time.

Then we are to calculate the regret $R^\eta(n)$ under the event $\eta_t$. We denote the node chosen at time $t$ by $(h_t, i_t)$, the path from the root to the selected node by $P_t$, and the parent node of $(h_t, i_t)$ by $(h_t^p, i_t^p)$. After that, we decompose the regret $R^\eta(n)$ in terms of the node space. We define the instantaneous systematic regret $\delta(h_t, i_t)$ as $f^* - f(x_{h_t,i_t})$ and the instantaneous floating regret $\delta(r_t)$ as $f(x_{h_t,i_t}) - r_t$. Therefore, the regret $R^\eta(n)$ can be expressed as

$$R^\eta(n) = \sum_{t=1}^{n} \delta(t)I(\eta_t)$$

$$= \sum_{t=1}^{n} (f^* - f(x_{h_t,i_t}) + f(x_{h_t,i_t}) - r_t)I(\eta_t)$$

$$= \sum_{t=1}^{n} \delta(h_t, i_t)\mathbb{I}(\eta_t) + \sum_{t=1}^{n} \delta(r_t)\mathbb{I}(\eta_t)$$

$$\leq \sum_{t=1}^{n} \delta(h_t, i_t)\mathbb{I}(\eta_t) + \sum_{t=1}^{n} \delta(r_t)$$

$$= R^{\eta_t}(n) + R^{\eta_t^c}(n), \quad (10)$$

where $R^{\eta_t}(n)$ denotes the cumulative systematic regret and $R^{\eta_t^c}(n)$ denotes the cumulative floating regret under the event $\eta_t$. At first, we present the bound of $R^{\eta_t}(n)$.

Lemma 4: The floating regret $R^{\eta_t^c}(n)$ can be bounded as $R^{\eta_t^c}(n) \leq 2\sqrt{n}\ln n$ with probability $1 - 1/n^2$.

Proof: We construct the sequence $X_n = \sum_{i=1}^{n} \delta(r_i)$ $(n \geq 1, X_0 = 0)$. By using the Azuma’s inequality, we suppose that the sequence $X_n$ is a martingale, from which we can obtain that $|X_k - X_{k-1}| = \delta(r_k) < 1$. Therefore, we have that $P[X_n - X_0 \geq 2\sqrt{n}\ln n] \leq \exp(-2\ln(2\sqrt{n}\ln n)^2/2n) = \exp(-2\ln n) = 1/n^2$. So the floating regret $R^{\eta_t^c}(n) \leq 2\sqrt{n}\ln n$ with probability $1 - 1/n^2$. \qed
In order to proceed with the systematic regret $R^h_i(n)$, we must figure out some important properties for the scoring function $S$. Let $(h^1, i^1)$ be a random node in the path $P_1$ and $(h^2, i^2)$ be the child node of $(h^1, i^1)$. Since the root node $(0, 1)$ covers all the items, there exists at least one node $(h^*, i^*)$ in the path $P_1$ that contains the optimal item $x^*$ and has the property $h^* \leq h^1 < h^1$.

**Lemma 5:** In the path $P_1$, for any optimal node $(h^*, i^*)$ under the event $\eta_t$, scoring function $S_{h^*, i^*}(t)$ is always a upper bound of the value $f^*$.

**Proof:** The proof of the Lemma 5 is available in [39, Appendix A].

In Lemma 5, we prove that $S_{h^*, i^*}(t)$ is the upper bound of the optimal item’s expected reward $f^*$. Therefore, the empirical reward $\hat{\mu}_{h^*, i^*}(t)$ floats in a certain range of the optimal reward $f^*$, which is in accordance with the actual situation. Then we bound cumulative regret $R(n)$.

**Theorem 1:** If $c = 3\sqrt{(1-\rho)/2}$, the cumulative regret $R(n)$ of ETDC algorithm is bounded as $R(n) \leq 6L_\epsilon \left(3\sqrt{\frac{3\sqrt{2\pi}}{2\pi}} - \frac{d_c}{d_t}C_nC_t \frac{\epsilon}{\sqrt{\rho}} + \frac{\epsilon}{\sqrt{\rho}} \frac{1}{\sqrt{L_t}} \right) \left(\ln n \right)^{\frac{1}{2}d_t + d_c + \frac{1}{2}} n^{\frac{1}{2}d_t + d_c + \frac{1}{2}} n^{\frac{1}{2}d_t + d_c + \frac{1}{2}} + 3\sqrt{n \ln n} \cdot \left(1 - 1/n^2\right)^n$.

**Proof:** The proof of the Theorem 1 is available in [39, Appendix B].

We have proved that the cumulative regret of our algorithm is sublinear $O(n^{\frac{1}{2}d_t + d_c + \frac{1}{2}} (\ln n)^{\frac{1}{2}d_t + d_c + \frac{1}{2}})$, which can ensure the convergency of the reward because $\lim_{n \to +\infty} R(n)/n = 0$. The sublinear cumulative regret assures that the optimal item can be selected with a high probability. Then we discuss the property $h$.

1. $c$: The value of $c$ determines the trade off between the recommendation accuracy and the convergency rate. The increase of value of $c$ will lead to a high convergency rate but result in the decrement of recommendation accuracy.

2. $d_t$ and $d_c$: As shown in the cumulative regret $O(n^{\frac{1}{2}d_t + d_c + \frac{1}{2}} (\ln n)^{\frac{1}{2}d_t + d_c + \frac{1}{2}})$, we can obtain that if the dimension of item or context are very large, the sublinear regret will degenerate to the linear regret. In this condition, the performance of ETDC is bound to get worse, because the large dimension results in the significant sparsity in the item and context space and further highlight the “cold start” issue. On contrast, if the dimensions of item or context are too few, the relation built between the features and reward are no longer representative. In other word, the Assumption 2 and Assumption 3 may no longer hold, which will degenerate the model from context-aware to context-free. Therefore, the selection of $d_t$ and $d_c$ should based on the real dataset.

- $r_c$: In the process of proof, we optimize the value $r_c = (\ln n/n^{\frac{1}{2}d_t + d_c + \frac{1}{2}})$. Therefore, the empirical reward $\hat{\mu}_{h^*, i^*}(t)$ floats in a certain range of the optimal reward $f^*$, which is in accordance with the actual situation. Then we bound cumulative regret $R(n)$.

**IV. NUMERICAL RESULTS**

In this section, we test the performance of our algorithm theoretically and experimentally. At first, we compare the regret, time complexity and space complexity with other state-of-art algorithms. Then we illustrate the dataset of our algorithm.

**A. REGRET, TIME COMPLEXITY AND SPACE COMPLEXITY**

We analyze the computational cost of ETDC. Its computational cost consists of three parts: partitioning the context suprasphere, updating the cover tree and exploring the tree for the optimal item. In the first part, ETDC requires to traverse the histories and its computational cost is $O(n)$. From the Lemma 1, we know that the maximum depth of the tree is no more than $O(\ln n)$ up to time $n$. Therefore, we know that the number of nodes needed to be updated is no more than $O(\ln n)$. In addition, due to the bound of the depth of the tree, the times of exploring the tree to select the node is $O(\ln n)$. Thus, the total time complexity is at most $O(T^2 + 2T \ln T) = O(T^2)$.

We compare the regret, time complexity and space complexity with ACR algorithm [33], HCT algorithm [32] and ITFACP [34]. The specific result is shown in Table 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Context-aware</th>
<th>Regret</th>
<th>Time Complexity</th>
<th>Space Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACR [33]</td>
<td>Yes</td>
<td>$O\left( T^{\frac{1}{2}d_t + d_c + \frac{1}{2}} \ln T \right)$</td>
<td>$O\left( T^2 + K_T \ln T \right)$</td>
<td>$O\left( \sum_{i=0}^{r} K_t + T \right)$</td>
</tr>
<tr>
<td>HCT [32]</td>
<td>No</td>
<td>$O\left( T^{\frac{1}{2}d_t + d_c + \frac{1}{2}} \ln T \right)$</td>
<td>$O\left( T \ln T \right)$</td>
<td>$O\left( T^{\frac{1}{2}d_t + d_c + \frac{1}{2}} \ln T \right)$</td>
</tr>
<tr>
<td>ITFACP [34]</td>
<td>Yes</td>
<td>$O\left( T^{\frac{1}{2}d_t + d_c + \frac{1}{2}} \ln T \right)$</td>
<td>$O\left( T^{\frac{1}{2}d_t + d_c + \frac{1}{2}} \ln T \right)$</td>
<td>$O\left( T^{\frac{1}{2}d_t + d_c + \frac{1}{2}} \ln T \right)$</td>
</tr>
<tr>
<td>ETDC</td>
<td>Yes</td>
<td>$O\left( T^{\frac{1}{2}d_t + d_c + \frac{1}{2}} \ln T \right)$</td>
<td>$O\left( T^2 \right)$</td>
<td>$O\left( T \right)$</td>
</tr>
</tbody>
</table>

TABLE 1. Theoretical comparison.
In ACR, $K_l$ is the number of nodes at depth $l$ and the epoch $E$ is defined as $E := \min\{L, \lfloor \log_2 T \rfloor \}$. For HCT, since it does not consider the context information, the dimension $d$ has the similar meaning as $d_I$ in our algorithm and it does not contain the $d_C$ term. In ITFACP, since the partition method is static, it has smaller time and space complexity compared with our proposed algorithm when the number of context features $d_C$ is small. However, in practice, $d_C$ can be comparatively high to guarantee the accuracy and personalization recommendation in PSNs. With the increasing of $d_C$, the time and space complexity of ITFACP will degenerate greatly and converge to the same order as ETDC. In this case, the dynamically contextual partition of ETDC ensures a better performance. Since HCT is context-free, it has the lowest time and complexity among five algorithms. Nevertheless, it is also the context-free that results in the greatest deviation of its recommendation (i.e. high cumulative regret). Compared with ACR, our algorithm performs slightly better with regard to space complexity and time complexity.

B. DESCRIPTION OF THE DATABASE

The database that we use to evaluate the performance of our algorithm is from the 2017 ACM Conference on Recommender Systems challenge, which is provided by XING, a top leading PSN. The dataset consists of three parts: the context of users who appear on the PSN (users.csv), background information of items that should be recommended to users (items.csv) and the interaction logs between them (interaction.csv). There are 1,497,020 users’ contexts in the users.csv, of which each contains 13 features such as career_level, discipline_id, country and etc. In items.csv, there are 1,306,054 items’ information, each containing 12 features such as industry_id, discipline_id and etc. On the other hand, there are more than 300 million instances in the interaction.csv which documents the online interaction between users and items. We formulate the interaction logs as a three-tuple $(x, c, r)$, where $(x, c, r)$ is mapped by the recommended items, context information and reward. The detailed information of the dataset is shown in Table 2.

C. BENCHMARKS

Since our algorithm belongs to the class of online learning, we compare our algorithm performance against the related approaches:

- UCB [31]: This is a classical multi-armed bandit algorithm without considering the context information.
- HCT [32]: This is a context-free $X$-armed bandit algorithm which can simulate the recommendation on large-scale dataset.
- ACR [33]: This is a context-aware bandit algorithm which requires knowing the total number of item ahead and constructs an item tree offline.
- ITFACP [34]: The algorithm is designed with big-data support in our prior work but its partition method for the context space is static.

Similar to the works in [28] and [33], we use the offline dataset to simulate and evaluate the online algorithm without introducing bias. When simulating the abovementioned algorithms, we randomly pick a user from our database at each round and get the recommended item predicted by those algorithms. Since our dataset is very large (more than 300 million instance), for the user, we are possible to find a lot of related interaction logs. Later we can judge whether the user satisfies the item based on the interaction logs and record the reward.

---

### TABLE 2. Detailed information of the dataset.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item Features</td>
<td>job_roles</td>
<td>numeric IDs that were extracted from the user’s current job titles</td>
</tr>
<tr>
<td></td>
<td>career_level</td>
<td>1-6 indicates Student to Senior Executive (0 = unknown)</td>
</tr>
<tr>
<td></td>
<td>discipline_id</td>
<td>anonymized IDs represent disciplines such as &quot;Consulting&quot;, &quot;HR&quot;, etc.</td>
</tr>
<tr>
<td></td>
<td>industry_id</td>
<td>anonymized IDs represent industries such as &quot;Internet&quot;, &quot;Automotive&quot;, &quot;Finance&quot;, etc.</td>
</tr>
<tr>
<td></td>
<td>country</td>
<td>code of the country in which the job is offered</td>
</tr>
<tr>
<td></td>
<td>location</td>
<td>latitude information</td>
</tr>
<tr>
<td></td>
<td>longitude</td>
<td>longitude information</td>
</tr>
<tr>
<td></td>
<td>region</td>
<td>type of place of the job</td>
</tr>
<tr>
<td>User Features</td>
<td>experience_n_entries_class</td>
<td>specific region in the country of the user</td>
</tr>
<tr>
<td></td>
<td>experience_years_experience</td>
<td>number of years of work experience that the user has</td>
</tr>
<tr>
<td></td>
<td>experience_years_in_current</td>
<td>number of years that the user is already working in her current job</td>
</tr>
<tr>
<td></td>
<td>edu_degree</td>
<td>1-3 indicates bachelor to phd (0 = unknown)</td>
</tr>
<tr>
<td></td>
<td>edu_fieldofstudies</td>
<td>separated fields of studies that the user studied</td>
</tr>
<tr>
<td></td>
<td>wtcj</td>
<td>the user’s willingness to change jobs</td>
</tr>
<tr>
<td></td>
<td>premium</td>
<td>the user subscribed to XING’s payed premium membership</td>
</tr>
</tbody>
</table>
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D. RESULTS AND ANALYSIS

We analyze and evaluate our algorithm in following steps:

1) COMPARISON WITH EXISTING ALGORITHMS

We first compare our algorithm (ETDC) with previous works [31]–[34]. We fix the maximum number of items for each algorithm as 500,000 with $d_X = 8$. For context-aware algorithms: [33] and [34] and ETDC, we set $d_C = 10$ and select 10 features to construct the context space. Then, we compare the accuracy of each algorithm by the cumulative regret and the average regret over time. The results is shown in Fig. 5 and Fig. 6. From them, we can observe that the cumulative regret of context-free algorithm i.e., UCB and HCT, is nearly linear with the increase of the number of round, which indicates that they can hardly reach the optimal policy due to neglecting the diversity of users. Specifically, at round 100,000, the regret of ACR, ITFACP and ETDC on UCB and HCT are 66.8%, 47.3%, 37.8 and 94.1, 66.8%, 53.4%, which decrease to 52.2%, 42.2%, 27.5% and 69.9%, 56.6%, 36.9% at round 200,000 respectively. The comparison indicates the significance of introducing the context information. In context-aware algorithms, we can observe that the cumulative regret of ACR, ITFACP and ETDC converge at certain rounds, among which ETDC converges fastest and reaches optimal policy at around 100,000 rounds. With the number of rounds increasing, the difference of regret between ITFACP and ETDC increases. This is because the statistically partition method adopted by ITFACP incurs higher deviation with the increasing diversity of users. For specific data, at round 100,000, the regret of ETDC is 88.7% of what of ITFACP and it drops to 65.2% at round 200,000, which shows that ETDC performs better when facing a large-scale incoming users.

2) SCALABILITY OF ALGORITHMS

We test the scalability of our algorithms in two aspects. We first test the influence of the size of items and compare ETDC with the benchmark algorithms. We fix the number of execution times of each algorithm at 200,000 and vary the number of items from 100,000 to 500,000 with the increment of 50,000 at each time. The result is shown in IV and Fig 5. From them, we can observe that the performance of UCB degenerates with the size of items increasing. This is because UCB individually explore items. When the size of items is more than its exploration times (rounds), the UCB cannot effectively exploit the items with high historical reward and thus its regret increase with the size of items expanding. Since ACR, ITFACP and ETDC explore items in a cluster level, their performances do not degrade. In the Fig7, we can also find another characteristic that the curves of ETDC tends to fall when the size of item reaches 300,000. The reason is that the increasing number of items makes item space more condense and therefore the expanding of item-tree structure is more even, which enables ETDC converge to optimal policy faster. In the result, our algorithm performs better than ACR and ITFACP since our algorithm is designed for the big-data items and implements dynamic context partition. For more specific data, the regret of our algorithm is 59.6% and 66.6% of ACR and ITFACP with 400,000 items and 54.6% and 62.8% of ACR and ITFACP with 500,000 items.

Since only ETDC supports the increasing items in the process of online learning, we test its performance with different size of items adding at each round. We run ETDC 100,000 rounds with different rate of adding 100,000 new items to different size of base items. Base items are what ETDC contains before running. The rate of adding items
are: 1 new item at a time with 100,000 times, 10 items at a time with 10,000 times, 100 items at a time with 1000 times. Note that the adding operations are evenly distributed in 100,000 rounds. For instances, we add 10 new items at a time at every 10 rounds and add 100 new items at a time at every 100 rounds. Therefore, more and more new items arrive with ETDC running. We set the number of base items at 1,000 and 100,000 and run ETDC 100,000 rounds. The performances are illustrated in Fig. 8 and Fig. 9, respectively. In Fig. 8, we can observe that when the number of base items (1,000) is much smaller than the number of incoming items (100,000), the influence of new arrivals of items is non-trivial, the performance degrades with the rate of incoming items increasing. This is reasonable since the high rate of incoming items (compared with items base) may greatly enlarge the diameter of nodes, which makes Assumption 1 no longer hold. Thus, the item tree cannot grow in geometric way, which hinders the convergence of ETDC. However, when the item base is large, as is shown in Fig. 9, the influence of the new arrivals is trivial. Specifically, at round 100,000, the regret of 1 items/time, 10 items/time and 100 item/time are only 101.1%, 108.3% and 114% of that of static dataset. In conclusion, ETDC has a strong scalability when the item size is static or the rate of incoming items are temperate with respect to the item base. In big-data scenario, the items base can be practically tremendous, therefore, ETDC has a strong scalability in this case.

3) IMPACT OF $d_C$

Since $d_C$ is an important parameter in context-aware algorithms, we experimental analyze its influence in this step. First, we compare the regret of ETDC with different $d_C$. We select features from Table 2 to construct context space and vary the $d_C$ from 2 to 13. The total number of items is fixed at 100,000 and $d_I = 5$. From Fig. 10, we can obtain that when $d_C$ is small, the performance of ETDC is unsatisfied. This is because the partitions of context space are not specific enough for ETDC to guarantee personalized recommendation with too few features. With the $d_C$ increasing, the rate of the increase of average reward slows down till $d_C = 12$. Specifically, from $d_C = 2$ to $d_C = 4$, the gain of reward at 100,000 round is 15%, while from $d_C = 10$ to $d_C = 12$ the gain declines to 2.1%. Interestingly, when $d_C$ reaches 13, the average reward of the ETDC reduces, which is a bit counterintuitive, since more features should have led to more precise clustering of users. However, as is analyzed in Section III-B, the abuse of features renders the sparsity of context space, which makes less historical rewards can be used to score the item and thus enables the historical rewards cannot be fully used. Moreover, with too many features, the context information which is trivially related to the task may also bring about the inaccurate recommendation.

Then, we select different $d_C$ to compare the computational cost of ACR, HCT, ITFACP and ETDC where the execution times of each algorithm is 100,000 and the size of items is 500,000. In Fig. 11, we can obtain HCT has the least computation cost due to its context-free property. Also, we find that when $d_C$ is small ($d_C = 2$) the computation cost of ITFACP approaches that of HCT and are much lower than ACR and ETDC, which seemingly shows the outstanding scalability of ITFACP. However, as discussed above, too few features result in great deviation. Therefore, to achieve better performance, we set $d_C$ comparatively higher to guarantee the sufficient context information to achieve personalized recommendation. With the $d_C$ increasing, the computational cost of ITFACP sharply degenerates because the time complexity of ITFACP is $O(T^{d_C+2}d_I^{d_C+2} + \ln T^{d_C+2})$, which degenerates to $O(n)$ with $d_C$ increasing. From the comparison above, we conclude that the selection of $d_C$ should be temperate,
neither too many nor too few, which proves what we have discussed in theoretical part. In summary, both considering the accuracy and computational cost in practice, ETDC has the best performance.

4) IMPACT OF EXPIRED ITEMS

In this part, we evaluate the performance of our algorithm on the dataset contained expired items. We fix the total number of items as 500,000 and adjust the ratio of expired items in the dataset. For instance, there are 400,000 unexpired items and 100,000 expired items when the expired ratio is 0.2, and the 100,000 expired items are randomly sampled and tagged from the original 500,000 items. We range the ratio between 0.1 to 0.9 and test the performance of the ETDC. From the Fig. 12, we obtain that when the ratio of expired job increase, at first the average regret increases slowly from 0.1 to 0.5. This is because the ETDC scores and analyzes the items in a cluster level, therefore as long as each cluster i.e., each leaf node contains active items, the algorithm can still efficiently converge to the best policy. However, when the expired ratio is too high (from 0.6 to 0.9) the performance of ETDC degrades dramatically. This is because the expired items plays a more important role in the dataset and most of the leaf nodes are actually empty (contain no active items).

5) ROBUSTNESS OF ETDC

In this step, we test the robustness of ETDC in two aspects. We first evaluate the performance of ETDC when input parameters vary. We vary $\rho$, $c$ and $v_1$ around the optimal value and test the regret of ETDC respectively. We set the size of items as 500,000 and the execution times as 50,000 to plot the average regret. The selection of the values of parameters are detailed in Table. 4 and the span of the input parameters is 0.4. From Table. 4, we can see that the regret is stable with the variation of the parameters. Specifically, the regret difference is less than 8.8% when the parameters change in the span of 0.4. This is because both the parameters $\rho$, $c$, $v_1$ correlate influencing the trade-off of learning speed (convergence rate) and the expanding rate (accuracy) of item tree. For instance, as we mentioned in Section III-B, when $c$ is large, the learning of ETDC is fast but the system is less accurate. When $c$ is small, the system’s learning speed decreases while it achieves more accurate recommendation.
AR and a negative variation means the regret is lower than the AR. We can obtain from Table. 3 that the variation of regret up to different rounds is less than 5.6 percent, which proves the robustness of ETDC when dealing with different types of users.

V. CONCLUSION

In this paper, we formulate the job and candidate recommendation in PSNs as a context-aware online learning problem. To solve the problem, we propose an Expandingly Tree-based and Dynamically Context-Aware Online Learning algorithm (ETDC). In ETDC, we formulate users’ context space based on their explicit information and extract their reward (satisfaction) from their implicit information. Furthermore, to tackle with the issues in big-data scenario, we develop a tree-based model to analyze the items in the cluster level and thus enable the algorithm computationally efficient facing a large-scale items. The tree-based model is also adaptive for the new arrivals and expiration of the items. To guarantee the personalized recommendation for different users, we build the context space from the users explicit information and dynamic partition it in each round. Therefore, the rewards from the similar users can be used to score the scoring tree structure and thus relieve the cold start problem. Finally, we thoroughly evaluate the performance of our algorithm and compare it with other state-of-art algorithms. Since the exposure of users’ context may result in the divulgence of their sensitive information, our future work will focus on how to diminish the possibly privacy leakage in the recommendation system in professional social network.
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