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Abstract: An efficient Remaining Useful Life (RUL) prediction method is one of the most important features of a condition-based maintenance system. A running machine’s RUL prognosis in its real-time is a challenging task, especially when there is no historic failure data available for that particular machine. In this paper, an online RUL of an in-operation industrial slurry pump having no historical failure data has been predicted. At first, the available raw vibration datasets were filtered out for valid datasets. The obtained valid datasets were utilized for constructing the Health Degradation Trends (HDTs) using principal component analysis and a moving average method. Then, a novel procedure for automatically selecting the HDT’s data points for initiating the iteration process of prediction was formulated. Afterward, a hybrid deep LSTM model embedded with a smart learning rate mechanism was developed for estimating the online RUL using the selected points of HDTs. The online RUL prediction results produced by the developed model were quite satisfactory when they were compared with other online RUL prediction methods.
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1. Introduction

A smart Remaining Useful Life (RUL) prediction method is one of the most important elements of a Condition Based Maintenance (CBM) system. If a maintenance engineer has an idea for a running machine of when it will start to degrade, then he can take wise maintenance decisions beforehand. By doing so, he will not only save the industry from downtime but will also optimize the working of a particular machine by protecting it from unnecessary maintenance. There are three types of RUL prediction methods that are currently available in the literature [1], model-based methods, data-driven methods, and hybrid approaches. If the physical model of the deterioration of a machine is precisely derived, then the model-based RUL prediction approaches are suitable for RUL prediction. However, accurate physical failure models are difficult to construct due to the increasing complexity of modern machines and components. With the rapid growth of the industrial internet of things (IIOT), a substantial amount of machine monitoring data is now available in modern industries. This data can be utilized for fault diagnosis and the prognosis analysis of industrial machines [2]. Hybrid approaches attempt to fix the constraints of individual data-driven and model-based methods by merging these techniques [3]. However, they still depend on the analytical model’s availability [4]. As a result, data-driven approaches have become the most popular and preferred choice by the researchers for RUL prediction purposes [5].

The prognosis of the RUL of a running machine in its real-time is a difficult task. This job becomes more challenging when no historic failure data is available for a particular machine. In literature, many RUL prediction studies are available where researchers have utilized their own empirical or publically available datasets, for instance, [6–10]. A very positive aspect of those datasets was the presence of a huge amount of run-to-failure (training data) and run-to-prior failure (testing data) data. Researchers utilized
the available run-to-failure data for training of the models while run-to-prior failure data for testing of their developed models. There are two problems involved with the above-mentioned approach to RUL prediction: (i) Experimental/simulation-based datasets or publically available datasets, e.g., NASA’s CMAPSS dataset or PRONOSTIA dataset, etc., are developed in a controlled environment. In contrast, the field data is different and more problematic than the data obtained from an artificially organized environment. (ii) Even from the field, it is not possible to have a huge amount of run-to-failure data of many same types of equipment. The reason is that machines are never allowed to work until their failure in an industry. After a specified time period, machines are typically practiced with the Time Based Maintenance (TBM) to keep them well and in a good working condition.

In the real world, it is almost impossible to have a huge amount of run-to-failure field data of a machine. However, it is still possible to have the run-to-prior failure data of a particular running machine to make an analysis for its RUL.

In the conducted research, the run-to-prior failure vibration datasets of an industrial slurry pump were acquired while it was performing its operation. Slurry pumps are a special kind of centrifugal pumps that are typically used in the oil industry, especially for oil sand exploration. These pumps are typically installed in plants where they work under adverse conditions. Impellers of the slurry pumps have direct contact with the dense and rocky slurry mixtures, so they are subject to continuous wear [11]. Recently, some research has been conducted for estimating the Remaining Useful Lives of the slurry pumps. For instance, Hu [12] constructed a method for predicting the RUL of slurry pump impellers by integrating a sum of two exponential functions with relevance vector machines (RVMs). A unique feature extraction approach was proposed to handle field vibration data in which features were varying with the development of damage in the impellers. The efficiency of the devised strategy was proved with a case study, involving two field datasets. Tse [13] developed a methodology for estimating the RUL for slurry pumps, which was based on the fusion of data obtained from several vibration sensors. The fusion methodology allowed for the building of more reliable degradation indexes. After that, Kalman Filter method was used to estimate the parameters of a deterioration trend line for predicting the trend of the developed degradation index. Finally, by analytically extrapolating the state-space model to a pre-defined threshold, an interval estimation of the RUL was achieved. Dong [14] studied the degradation performance and the RUL estimation of the impellers with the combination of a nonlinear state-space model and an efficient unscented transform method. Dong [15] also proposed a moving-average wear degradation index and combined it with a general sequential Monte Carlo method for predicting the RUL of a slurry pump.

All the above-mentioned techniques were developed by the curve-fitting methods for processing data-driven RUL prognosis and health management. Furthermore, the presented Health Degradation Trends (HDTs) in these studies were progressing in a smooth way towards the threshold lines. The problem involved with the curve-fitting method is its issue of under- and over-fitting, particularly when it is applied to an HDT having many deep crest- and trough-like structures. This situation leads towards the doubt that whether the predicted curve is indicating the true degradation of the pump impellers or not. To encounter this shortcoming of the curve-fitting method, this study opted for an unsupervised learning technique of neural networks for predicting the online RUL.

As an outline, the conducted research aimed to develop a novel framework that can (i) filter the invalid datasets from the raw data automatically, (ii) construct and recognize the most appropriate HDT from the valid datasets with the help of PCA and a moving average method, (iii) automatically select the HDTs data points for initiating the iteration process of prediction, and (iv) develop a hybrid deep Long Short-Term Memory (LSTM) model embedded with a smart learning rate mechanism for RUL prognosis, using the selected data points of HDTs.
2. Methodology

Figure 1 illustrates the proposed framework for the online RUL prediction of the slurry pump impellers. There were three main parts of the developed methodology.

Part I. Raw data filtering: This step generated a new criterion that can recognize the valid and invalid raw vibration signals. Four traditional statistical indicators, i.e., Root Mean Square (RMS), kurtosis, and Percentage Mean Difference (PMD) in the time domain, while kurtosis again, in the frequency domain, were selected as the selection criteria.

Part II. Health degradation trend built: This step first calculated the eighteen traditional statistical features and constructed a feature matrix. Then, it used a principal component analysis along with a moving average method for reducing the dimensions of the feature matrix. The obtained first principal component was utilized as the health degradation tracking index. Afterward, the automatic selection of HDTs data points for initiating the prediction process was performed.

Part III. Remaining useful life prediction: This step built the hybrid deep LSTM model, which was embedded with a novel smart learning rate mechanism. The developed model produced its prediction results, which were utilized for estimating the online RUL of the slurry pump.

2.1. Data Collection and Its Filtering for Valid Datasets Acquisition

The vibrational measurement datasets were collected from the application of Smart Asset Management System (SAMS) software developed by the smart engineering asset management Lab. The data acquisition instrument included a National Instrument (NI) DAQ 9172 and a DAQ module NI 9234. The four accelerometers (PCB 352A60), C1, C2, C3, and C4, were mounted on four different locations of the slurry pump, as shown in
During the above-stated condition monitoring stage, the vibration signals were collected after every one hour. A total of 24 datasets were collected per day. Since the sampling frequency was set to 6000 Hz, consequently, each dataset had a data length of 6000 samples. The total number of datasets or files stored in the system was 4269 sets. During the data collection process, many of the datasets were not collected correctly due to different reasons. For example, many of them were collected when the pump was flushing with water, or sensor cables were loosened or broken, or the pump was interfered by the other nearby machines vibrations, or human errors, etc. Therefore, there was a need to remove those invalid datasets that were not reflecting the true operating conditions of the slurry pump. Tse et al. and his research team worked on a number of faults-related features to select a criteria for distinguishing valid datasets from the raw vibration datasets [13]. Based on their past experience and research efforts, they selected three statistical features i.e., root mean square, kurtosis, and percentage mean difference in the time domain and one statistical feature i.e., kurtosis, again in the frequency domain for separating the valid and invalid datasets. The utilized statistical features are defined as the following:

\[
\text{Root mean square i.e., } RMS = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (X_n)^2} \tag{1}
\]

\[
\text{Kurtosis } = \frac{\sum_{n=1}^{N} (X_n - \mu)^4}{(N-1)\sigma^4} \tag{2}
\]

\[
\text{Percentage mean difference i.e., } PMD = \frac{PM - NM}{(PM + NM)/2} \times 100 \tag{3}
\]

where

- \( N \) = data length of the dataset
- \( n \) = selected length of the considered dataset i.e., \( n = 1, 2, \ldots, N \)
- \( X_n \) = processed vibration signals
- \( \mu \) = mean of the dataset
- \( \sigma \) = standard deviation of the dataset
- \( PM \) = mean of positive values for one particular vibration signal
- \( MN \) = mean of negative values for one particular vibration signal

**Figure 2.** C1 monitored the vibration at the suction/inlet of the pump, while C2 and C3 were responsible for gathering the vibration signals of the rotating vanes. Lastly, C4 monitored the vibration at the discharge/outlet of the pump. The datasets which were utilized in the conducted research were observed from channel 2, i.e., T2G1 C2, and channel 4, i.e., T2G1 C4.
To study the statistical features of collected vibration signals, a LabView program was built up that filtered the invalid signals from the raw data. The outcome of the program was two separate pools of data. One contained the valid while the other contained the invalid datasets. The filtering criteria are depicted in Table 1.

Table 1. Criteria used for data filtering.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Indicator</th>
<th>Pass Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Domain</td>
<td>1. RMS</td>
<td>X &gt; 0.01</td>
</tr>
<tr>
<td></td>
<td>2. Kurtosis</td>
<td>X &gt; 20</td>
</tr>
<tr>
<td></td>
<td>3. Percentage mean difference</td>
<td>X &lt; 25%</td>
</tr>
<tr>
<td>Frequency Domain</td>
<td>4. Kurtosis</td>
<td>X &lt; 1000</td>
</tr>
</tbody>
</table>

In the LabVIEW program, the values of the four statistical features were calculated automatically, and it scored one point if the values of the statistical features were within the pass range, as shown in Table 2. A signal was determined as valid if it scored 3 points or more. Otherwise, the signal was considered invalid. Figure 3 shows the raw signals before and after the data filtering process. It can be observed that the invalid data signals, which were outliers or with values nearly equal to zero, were filtered out efficiently.

![Figure 3](image_url)
Table 2. The selected criteria for separating valid and invalid data sets.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Pass Score</th>
<th>Valid</th>
<th>Invalid</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. RMS (Time domain)</td>
<td>1</td>
<td></td>
<td>$S \geq 3$</td>
</tr>
<tr>
<td>2. Kurtosis (Time domain)</td>
<td>1</td>
<td></td>
<td>$S &lt; 3$</td>
</tr>
<tr>
<td>3. Percentage mean difference (time domain)</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Kurtosis (Frequency domain)</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2. Development of the Health Degradation Trends

After the first step, i.e., filtering the valid datasets from raw datasets, the second step was the extraction of the 18 traditional statistical features from the valid raw vibration signals.

2.2.1. Statistical Feature Extraction

Besides the impellers, the slurry pump also consisted of many other critical components, such as vanes, casing, etc. These components were generating various vibrating frequencies; therefore, a low-pass filter algorithm was used for specifically capturing the impellers vibrations. A cut-off frequency of 110 Hz was applied to process the slurry pump’s original vibration data $X_k(n)$. Then, nine traditional statistical features, i.e., mean ($\mu$), standard deviation ($\sigma$), root mean square (RMS), skewness (SK), kurtosis (KU), crest factor (CF), clearance factor (CLF), shape factor (SF), and impulse factor (IF) in the time domain, were extracted. Subsequently, the same nine statistical features in the frequency domain were also extracted from the valid vibration signals $X_k$. Table S1 (Supplementary Materials) shows the mathematical equations of the selected statistical features. The feature matrices in time and frequency domains were constructed as

$$ F_{LP}(t) = [\mu, \sigma, \text{RMS}, \text{SK}, \text{KU}, \text{CF}, \text{CLF}, \text{SF}, \text{IF}] $$

$$ F_{LP}(f) = [\mu, \sigma, \text{RMS}, \text{SK}, \text{KU}, \text{CF}, \text{CLF}, \text{SF}, \text{IF}] $$

where

$N$ = data length of the dataset

$n$ = selected length of the considered dataset i.e., $n = 1,2, \ldots, N$

$F_{LP}(t)$ = the features in the time domain

$F_{LP}(f)$ = the features in the frequency domain

$LP$ = low pass filtering

2.2.2. Health Assessment Indicator

Principal component analysis can effectively reduce the dimensionality of the data matrix [14]. It performs an orthogonal transformation to convert a set of observations, for instance, the correlated statistical features extracted from the raw vibration signals into a set of uncorrelated principal components [14]. Since the first principal component has the largest variance, it was taken as an index for evaluating the given datasets. After the extraction of 18 statistical features from the valid signals, they were reconstructed into a new feature matrix. Further details regarding this transformation can be seen in the previous work by the corresponding authors in [14,16]. The new feature matrix was sent to a designed algorithm that was the combination of principal component analysis and a moving average method. The algorithm constructed the HDTs of 18 statistical features (9 in time domain and 9 in frequency domain), as shown in Figures S2 and S3 (Supplementary Materials). It was observed that the first principal component for channel 2 datasets was the time domain feature “mean”. On the contrary, for channel 4, it was noticed to be the time domain feature “STD”. Therefore, the health degradation tracking indexes that were formed by the time domain features mean and STD were considered the required HDTs for the $RUL$ estimation process. The constructed HDTs are shown in Figure 4.
2.3. Automatic Selection of HDTs Data Points for Initiating the Iteration Process of Prediction

As per the proposed framework, after the construction of HDTs, the next step was the automatic selection of the HDTs data points for initiating the iteration process of prediction. According to [17], there is a research gap on from which points of HDTs the iteration process should start for producing the prediction points. As per the general experience, the vibration of in-operation mechanical equipment increases with the passage of time. Therefore, it was decided that only those data points of the HDTs should be selected for commencing the iteration process, which have a trend of increasing slopes. This concept gave a logical sense that HDT’s data points owning a patch of successive increasing slopes can be expected to progress towards the upward threshold line (like a natural vibration trend). To comply with this idea, a moving window size of 20 data points of each HDT was selected for calculating the slopes. In the case of channel 2, a standard was made that at least every 6th consecutively increasing slope point would be utilized for initiating the iteration process, as shown in Figure 5a. Since the neural networks require a suitable amount of data for their training and learning stage, 200 data points of both the channels' HDTs were kept excluded during the data points selection process.

By following the approach stated above, the corresponding data points were found to be 258, 288, 312, 364, 416, and 458 for the channel 2 HDT. For the first iteration process, Section 1 of HDTs data points, i.e., from 1 to 258, was selected, as shown in Figure 5b. Similarly, for the second iteration process, Section 2 of data points, i.e., 1 to 288, was selected. Accordingly, the 6th section of data points, i.e., 1 to 456, was picked up to initiate the 6th iteration process for producing the prediction points.

Similarly, in the case of channel 4, every 4th (or above) sequentially increasing slope point was utilized for starting the iteration process, as shown in Figure 5c. The corresponding slope points values were found to be 456, 495, 565, 655, 720, 824, and 834 for the channel 4 HDT. Same as earlier, by utilizing the selected data points, seven sections were formed, which were utilized for initiating the iteration process, as shown in Figure 5d.

Figure 4. Constructed health degradation trends for (a) channel 2 and (b) channel 4.
Figure 5. Cont.
Figure 5. Increasing trends of slope points (a,c) and selected data points of HDTs (b,d) for channel 2 and channel 4, respectively.

2.4. Development and Design of the Hybrid Deep LSTM Model

To utilize the selected data points of HDTs for RUL prediction, a hybrid deep neural network model with LSTM and classic neural network layers was constructed in this study. The developed model was taking advantage of LSTM for its ability to model sequential data, while the classic fully connected layers were working for their outstanding capability of modeling non-linearity in data [2]. After each LSTM layer, a fully connected layer
was added for creating a hybrid building block. In order to avoid overfitting during the
network training process, dropout layers were triggered on the fully connected layers. The
architecture of the hybrid deep LSTM model is illustrated in Figure 6. The number of
LSTM layers/units and the initial learning rates for channel 2 and channel 4 datasets were
determined by the Bayesian Optimization (BO) method. The number of hybrid building
blocks was kept equal to the number of LSTM layers. Similarly, the number of units in
fully connected layers were also kept equal to the number of units in the LSTM layers.
The number of LSTM layers, units, and initial learning rate for channel 2 datasets were
found to be 2, 244, 0.018, while for channel 4 datasets, they were observed as 3, 258, and
0.024, respectively.

![Figure 6. The architecture of the developed hybrid deep LSTM model.](image)

**Working Mechanism of the Developed Model**

As discussed in Section 1 of the paper, both the datasets were modeled using the
unsupervised learning technique of neural networks. Therefore, the developed model
estimated the online RUL by predicting one prediction point, i.e., \( \hat{y}_{p+1} \), after every single
iteration of the given datasets. The input data was in the form of \( y_{p+1}, y_{p+2} \ldots y_{p+m} \),
which produced the output \( \hat{y}_{p+1} \) at the time-step \( t_1 \). The predicted value \( \hat{y}_{p+1} \) became
the part of the input data for the next iteration in the form of \( y_{p+1}, y_{p+2} \ldots y_{p+m}, \hat{y}_{p+1} \)
and produced the result \( \hat{y}_{p+2} \) at time-step \( t_2 \). Similarly, the output \( \hat{y}_{p+2} \) became the last
part of the input data in the form of \( y_{p+1}, y_{p+2} \ldots y_{p+m}, \hat{y}_{p+1}, \hat{y}_{p+2} \ldots \hat{y}_{p+m} \), and so on.
This process remained in progress until the resulting prediction point did not strike the
threshold line.

**2.5. Development and Incorporation of the Smart Learning Rate Mechanism**

After the automatic selection of the different data points of HDTs, the required iteration
process of prediction was started. The iteration process produced one prediction point
in return to one complete iteration run, as discussed above. If the produced prediction
point was found to be greater than its preceding data point, i.e., \( \hat{y}_{p+m} > \hat{y}_{p+m-1} \), then it
was accepted to append into the input vector for the next iteration. The iteration process
remained in progress until it produced the acceptable prediction points, i.e., \( \hat{y}_{p+m} > \hat{y}_{p+m-1} \).
After a few acceptable prediction points, the iteration system produced a prediction point
that was less than its preceding data point, i.e., \( \hat{y}_{p+m} < \hat{y}_{p+m-1} \). The simulation program
considered a “descending” prediction point as an outlier or a rejected prediction point
and re-iterated the prediction process for that particular time step. The system continued
the re-iteration process repeatedly until the resulting prediction point did not arrive to be
greater than the earlier prediction point, i.e., \( \hat{y}_{p+m} > \hat{y}_{p+m-1} \).

Since the iteration system was only iterating a maximum of 458 and 834 data points of
channel 2 and channel 4 HDTs, respectively, the system was producing too many outliers
or rejected values. In some cases, the situation was such that even after 1000 iterations for a
particular time step, the condition was still \( \hat{y}_{p+m} < \hat{y}_{p+m-1} \). An investigation was made to dig out the reason for this unwanted phenomenon. After a deep analysis, it came to the authors’ knowledge that the base learning rate value helped the developed hybrid LSTM model for a few iterations for obtaining acceptable prediction points. However, later on, it leads the training process to suffer from an under- / overfitting problem for converging towards the global minima of the gradient descent. The concept of learning rate and its role in modeling for reaching towards global minima can be seen in [18,19].

In order to tackle the frequent situation of \( \hat{y}_{p+m} < \hat{y}_{p+m-1} \), a novel smart learning rate mechanism was developed and incorporated into the iteration system. The developed mechanism was overviewing the whole iteration process. As it observed consecutive 20 rejected values, i.e., \( \hat{y}_{p+m} < \hat{y}_{p+m-1} \), it automatically changed the base learning rate by a multiple factor of standard deviation value of the considered HDT. The proposed learning rate mechanism worked as the “catalyst” for the whole prediction process since its triggering was setting the system to again begin to provide acceptable prediction points, i.e., \( \hat{y}_{p+m} > \hat{y}_{p+m-1} \). The concept of accepted and rejected prediction points is depicted in Figure 7. The iteration system can also work without the developed learning rate mechanism, but it is quite possible that it would take many days to produce the required number of acceptable prediction points.

![Figure 7. Accepted or rejected prediction point for becoming the part of the input vector for the next iteration in (a) channel 2 and in (b) channel 4.](image-url)
3. Results

The RUL prediction results obtained by the developed model for channel 2 and channel 4 HDTs are shown in Figures 8 and 9, respectively. It is obvious that when the number of operating hours was less for the model’s learning/training stage, the predicted RULs were less accurate. However, with the passage of time, when the number of operating hours was more, the RUL prediction results were relatively more accurate. It should be noticed that each data point of an HDT was reflecting one operating hour. Therefore, RUL prediction results were calculated by dividing the x-coordinates of the prediction point by 24 (which was meeting the threshold line). The RUL prediction results obtained by the developed model were also compared with other existing methods. These comparative methods are typically used for online RUL prediction in the absence of run-to-failure data, as discussed in [13,17,20]. The obtained RUL prediction results comparison is shown in Tables 3 and 4. It should be noticed that the curve-fitting method was not applicable to predict the RUL for all the selected operating hours of channel 2. The reason is that the predicted curve was striking to the threshold line after the threshold (maximum) point of the HDT, as shown in Figure 8a–f. Contrariwise, the Nonlinear Autoregressive network with Exogenous input (NARX) method was predicting its RUL prediction results for only 456 operating hours, as shown in Table 3. Similarly, in the case of channel 4, it can be observed in Figure 9 that the proposed method RUL prediction results are more satisfactory than the curve-fitting method results. The proposed model results are better for four out of seven operating hours, i.e., 655, 720, 824, and 834 operating hours, as displayed in Figure 9d–g. For the remaining three operating hours, i.e., 456, 496, and 565, the curve-fitting method results were slightly better, as depicted in Figure 9a–c. In contrast, the NARX method provided RUL prediction results for only 824 and 834 operating hours, but those results were less accurate than the developed model results, as presented in Table 4.

Table 3. RUL predicted by developed and other existing models for channel 2.

<table>
<thead>
<tr>
<th>Channel 2 Datasets</th>
<th>No. of Operating Hours (Hours)</th>
<th>Actual RUL with respect to Threshold Point (Days)</th>
<th>Predicted RUL (Days)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>258</td>
<td>20.33</td>
<td>15.33</td>
<td>75.40</td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>Not Applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>288</td>
<td>20.33</td>
<td>16.20</td>
<td>79.60</td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>Not Applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>312</td>
<td>20.33</td>
<td>Not Applicable</td>
<td></td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>Not Applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>364</td>
<td>20.33</td>
<td>Not Applicable</td>
<td></td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>Not Applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>416</td>
<td>20.33</td>
<td>18.5</td>
<td>90.99</td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>Not Applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>456</td>
<td>20.33</td>
<td>19.66</td>
<td>96.70</td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>Not Applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td>19.37</td>
<td>95.27</td>
</tr>
</tbody>
</table>
Figure 8. Online RUL prediction results obtained by the curve-fitting and proposed methods for channel 2, (a–f).
Figure 8. Online RUL prediction results obtained by the curve-fitting and proposed methods for channel 2, (a–f).

Figure 9. Online RUL prediction results, obtained by the curve-fitting and proposed methods for channel 4, (a–g).
Table 4. RUL predicted by developed and other existing models for channel 4.

<table>
<thead>
<tr>
<th>Channel 4 Datasets</th>
<th>No. of Operating Hours (hours)</th>
<th>Actual RUL with respect to Threshold Point (Days)</th>
<th>Predicted RUL (Days)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>456</td>
<td>36.33</td>
<td>20.45</td>
<td>56.28</td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>496</td>
<td>36.33</td>
<td>22.00</td>
<td>60.55</td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td>Not Applicable</td>
<td>-</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>565</td>
<td>36.33</td>
<td>24.16</td>
<td>66.50</td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>655</td>
<td>36.33</td>
<td>28.28</td>
<td>77.84</td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td>Not Applicable</td>
<td>-</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>720</td>
<td>36.33</td>
<td>31.91</td>
<td>87.83</td>
</tr>
<tr>
<td>Curve-fitting method</td>
<td>824</td>
<td>36.33</td>
<td>33.58</td>
<td>92.43</td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td>34.66</td>
<td>95.40</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>834</td>
<td>36.33</td>
<td>34.14</td>
<td>93.97</td>
</tr>
<tr>
<td>NARX</td>
<td></td>
<td></td>
<td>35.04</td>
<td>96.44</td>
</tr>
</tbody>
</table>

Error Analysis

The weighted average accuracy of prediction was utilized to assess the efficiency of the proposed and existing methods for estimating the RUL of the slurry pump. The weighted average accuracy of prediction can be calculated using Equation (6) [12].

\[
\text{Weighted average of accuracy} = \frac{\omega_j \ast \left(1 - \frac{|RUL_A(x_j) - RUL(x_j)|}{RUL_A(x_j)} \right)}{\sum_j \omega_j} \ast 100
\]

where

- \( \omega_j \) = weight of particular operation hours
- \( x_j \) = operation hours
- \( RUL_A \) = actual RUL in terms of weights
- \( \hat{RUL} \) = predicted RUL in terms of weights

The weights of operation hours \( \omega_j \) are directly proportional to the number of operation hours \( x_j \) [12]. For estimating the weighted average of accuracy for channel 2 datasets, the weights of all the considered operating hours were calculated, as follows.

\( w_{258} = \frac{258}{2094} \)
\( w_{288} = \frac{288}{2094}, \ldots \)
where the denominator 2094 is the sum of all the operating hours.

The calculated $\omega_j$, $RUL_A$, and $\hat{RUL}$ were substituted into the equation (6) for obtaining the weighted average of accuracy. The same procedure was revised for channel 4. Table 5 presents the weighted actual and predicted RULs, while the results for the weighted average accuracy of prediction are shown in Table 6.

Table 5. Actual and predicted RULs in terms of Weights.

<table>
<thead>
<tr>
<th>Operation Hours</th>
<th>Actual $RUL_A(x_j)$</th>
<th>$\hat{RUL}(x_j)$ Using Proposed Method</th>
<th>$\hat{RUL}(x_j)$ Using Curve-Fitting Method</th>
<th>$\hat{RUL}(x_j)$ Using NARX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel 2 Datasets</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>258</td>
<td>9.58</td>
<td>4.58</td>
<td>Not Applicable</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>288</td>
<td>8.33</td>
<td>4.2</td>
<td>Not Applicable</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>312</td>
<td>7.33</td>
<td>3.25</td>
<td>Not Applicable</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>364</td>
<td>5.17</td>
<td>1.25</td>
<td>Not Applicable</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>416</td>
<td>3</td>
<td>1.17</td>
<td>Not Applicable</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>456</td>
<td>1.33</td>
<td>0.66</td>
<td>Not Applicable</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Channel 4 Datasets</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>456</td>
<td>17.33</td>
<td>1.45</td>
<td>1.76</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>496</td>
<td>15.67</td>
<td>1.34</td>
<td>1.77</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>565</td>
<td>12.79</td>
<td>0.62</td>
<td>0.84</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>655</td>
<td>9.04</td>
<td>2.5</td>
<td>0.99</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>720</td>
<td>6.33</td>
<td>1.91</td>
<td>1.07</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>824</td>
<td>2</td>
<td>0.62</td>
<td>−0.75</td>
<td>0.33</td>
</tr>
<tr>
<td>834</td>
<td>1.58</td>
<td>0.45</td>
<td>−0.61</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Table 6. The weighted average accuracy of prediction for channel 2 and channel 4.

<table>
<thead>
<tr>
<th>Weighted Average Accuracy of Prediction</th>
<th>Channel 2 Datasets</th>
<th>Channel 4 Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed method</td>
<td>Curve-fitting Method</td>
</tr>
<tr>
<td></td>
<td>NARX</td>
<td>Proposed method</td>
</tr>
<tr>
<td>Channel 2 Datasets</td>
<td>42.15%</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Channel 4 Datasets</td>
<td></td>
<td>Not Applicable</td>
</tr>
</tbody>
</table>

In the case of channel 2, it can be observed that when other methods are not even applicable to generate $RUL$ results, the proposed method still yields its results with 42.15% weighted average accuracy. It should also be noticed that curve fitting and NARX methods are designated as “Not Applicable” in Table 6. This is due to the reason that they did not produce any $RUL$ prediction results, as shown in Table 5. Similarly, in the case of channel 4, NARX is still not applicable. On the other hand, the weighted average accuracy of the curve-fitting method is still less than the proposed method, as depicted in Table 6.

4. Conclusions

In the literature, many studies are available for estimating the $RUL$ of different equipment by utilizing the deep learning neural networks. Researchers have applied a huge amount of available simulation or empirical run-to-failure (training data) and run-to-prior failure (testing data) datasets for estimating the $RUL$s. However, in the real world, only run-to-prior failure data of an operating machine is available, since the machine is never allowed to work until its failure. There is very limited research available where only run-to-prior failure data has been utilized for $RUL$ prediction. In such studies, researchers have applied curve-fitting methods for their $RUL$ prediction. Furthermore, the presented HDTs in these studies were very smooth while progressing in a very calm manner towards the threshold line, as in, for instance, [13,17].
However, the curve-fitting methods cannot be trusted for HDTs that have deep crest-and trough-like structures, due to their issues of under- and over-fittings. In the presented study, only run-to-prior failure vibration datasets of an in-operation industrial slurry pump were available for online RUL estimation. The involved HDTs were very difficult to simulate since there were many deep up and down peaks that were progressing towards the threshold line. To deal with such complicated HDTs of the slurry pump, a hybrid deep LSTM model embedded with a smart learning rate mechanism, was developed in this research work. The RUL prediction results obtained by the developed model outperformed those of other existing methods.

The major findings of the conducted research work are below.

- It is recommended that the iteration process for prediction should start from particular points of an HDT, which have consecutively increasing slopes. As per [17], it was a research gap that has been attempted to be filled up in this study.
- The developed smart learning rate mechanism incorporated into the hybrid deep LSTM model has worked as a “catalyst” for obtaining the acceptable prediction points. This feature of the proposed method is saving a large extent of time for estimating the online RUL.
- The developed strategy of producing an acceptable prediction point, then appending it into the input vector for another prediction, and so on, has been proved to be a successful alternative to the curve-fitting method. It is suggested that if an HDT is progressing with deep crest- and trough-like structures, then the proposed method should be utilized for estimating the online RUL.

The authors are making efforts to further improve the RUL prediction outcomes. The RULs of different types of rotating machines with significant changes in observed signals, such as vibration, forces, and pressure, etc., can also be predicted using the developed methodology.
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