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a b s t r a c t

Rapid growth and development around the world will lead to a gradual increase in electricity
consumption. At present, colleges and universities have become the primary unit of daily electricity
consumption. Therefore, accurately predicting the power consumption of colleges and universities is
of great significance to the energy conservation and emission reduction of colleges and universities.
Taking the actual power consumption of colleges and universities as an example, this article first
analyzes its power consumption data characteristics. Based on the analysis and ‘‘decomposition and
integration’’ concept, this paper proposes a hybrid network based on the improved complete ensemble
empirical mode decomposition with adaptive noise (iCEEMDAN) and long short-term memory (LSTM)
to achieve accurate colleges and universities Short-term load forecasting. First, the original power
consumption data is decomposed into a series of patterns with noticeable differences by iCEEMDAN.
Then use Bayesian-optimized LSTM to predict each mode individually. Finally, the prediction results of
each mode are superimposed and reconstructed to form an overall prediction result. In each training,
the Bayesian optimization algorithm is used to select the most suitable LSTM hyperparameter values
to match the data characteristics of each model. At the same time, the structure of the LSTM prediction
large data set is discussed. The results show that, compared with the prediction errors of other models,
the proposed hybrid model can accurately predict university power consumption and provide the
highest prediction ability among all survey models.

© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The Global Energy Outlook 2020 (Terreson et al., 2020) has
ointed out that continuous population growth and economic
rosperity lead to the rapid increasing of the demand for global
nergy; thus, electricity is expected to play a significant role in
he development of society, economy, and technology (He, 2017).
aintaining the essential dynamic balance between power sup-
ly and power consumption has become a necessary guarantee
or industrial production, economic development, and people’s
aily lives. Therefore, accurate prediction of power load is of great
ignificance for effectively reducing costs (Guo et al., 2018), im-
roving power system efficiency (Ružić et al., 2003), and ensuring
he stability of power supply and demand (Jin et al., 2021).

As a basic unit of human education and academics and eco-
omic and political life, colleges and universities play an im-
ortant role in the daily energy consumption of a country or
egion. On the one hand, there are a large number of univer-
ities in most countries and serve a large number of people in
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352-4847/© 2021 The Authors. Published by Elsevier Ltd. This is an open access art
the daily life of a nation. There are currently 2688 universities
or colleges in mainland China according to the 2019 National
Education Development Statistical Bulletin recently released by
the Ministry of Education of the People’s Republic of China (M. of
E. of the P.R. of China, 2020). The U.S., the world’s largest higher
education country, will have nearly 4000 universities or colleges
in 2020, according to data from the National Center for Education
Statistics of the U.S. (2020). On the other hand, universities and
colleges consume enormous energy due to the comprehensive re-
sponsibility of education, teaching, scientific research, and other
complex tasks. The data from Nationalgrid (2012) has shown that,
as early as in 2012, colleges and universities in the U.S. have
consumed average electricity of 18.9 kW/h per square foot of
floorspace. Based on 2012 data alone, it could be estimated that
a typical American higher-educational building with an area of
about 50,000 square feet consumes a huge amount of energy each
year; accordingly, the total energy consumption of colleges and
universities in the United States is an astronomical figure. Besides,
the annual energy consumption amount of the universities and
colleges will continue to grow. Therefore, energy conservation
and emission reduction work in universities is imperative, and
accurate prediction of energy consumption in universities is of
great significance to the energy management of universities and
icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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ven the energy conservation and emission reduction work in the
ountry where they are located.
Power load forecasting can be divided into short-term load

orecasting (STLF), medium-term load forecasting, and long-term
oad forecasting (Zhou et al., 2021) according to the different
eriods. STLF predicts power demand hours, days, or weeks in ad-
ance, which is the most relevant to power load forecasting, and
as higher accuracy and reliability for effectively handling daily
perations, procurement planning and evaluation, and reducing
ower waste (Friedrich and Afshari, 2015). Therefore, this study
ill also be conducted from the perspective of STLF.
Numerous approaches have been proposed in abundant re-

earch works power load prediction. Early engineering meth-
ds use very complex physical models, which require detailed
nformation on walls, roofs, windows, HVAC systems, building
eometry, thermal settings, internal occupancy loads, lighting,
quipment, and weather conditions to calculate energy consump-
ion (Zhao and Magoulès, 2012). Representatives of this type
f method are DOE-2 (York et al., 1984), EnergyPlus (Crawley
t al., 2001), ESP-r (Strachan et al., 2008). Some of them have
ained accurate predictions for building load (Thevenard and
addad, 2006; Lam et al., 2008; Eskin and Türkmen, 2008) and
ave contributed to the standardization for calculating the en-
rgy consumption of buildings and their components (Standard
t al., 2008; ISO, 2017). However, tedious professional work is
equired when using these tools, making it difficult to perform
nd cost-inefficient (Zhao and Magoulès, 2012). Besides, the lack
f detailed information when using these tools will lead to a
ow accuracy (Deb et al., 2017; Amasyali and El-Gohary, 2018).
herefore, the early engineering methods are complicated and
ostly in both categories and preparation, which is unsatisfactory.
Then the statistical prediction methods were proposed to

olve the forecasting problem of power load time-series data—
lectricity consumption data could be regarded as time-series
ata observed at equal time intervals (Box et al., 2013). The
peration of these methods, such as multiple regression analy-
is (Fumo and Rafe Biswas, 2015; Amral et al., 2007), Kalman
iltering (Paliwal and Basu, 1987; Yi et al., 2017), exponential
moothing (Liu et al., 2019; Christiaanse, 1971), weighted moving
verage (Holt, 2004), auto-regressive (AR) (Fan et al., 2019a),
utoregressive moving average (ARMA) (Liao et al., 2020), and
utoregressive integrated moving average model (ARIMA) (Mo-
amed and Bodger, 2005; Sen et al., 2016; Box and Pierce, 1970),
ave received delighted forecasting performance. However, these
orecasting performances result heavily from the stationarity,
egularity, and linearity of the historical data. As a result, although
t reflects a certain periodicity, the time series of power load is
ore likely to reflect complexity, irregularity, non-stationarity,
nd nonlinearity. Therefore these methods are not as ideal as
ossible for the power load forecasting effect.
The statistical methods cannot deal with the nonlinear data

ith hidden features, and the effect is not ideal for the nonlinear
nsteady data. By contrast, the machine learning algorithms, such
s artificial neural network (ANN) (Ahmad et al., 2014), support
ector machine (SVM) (Chen et al., 2016), decision trees (Yu et al.,
010), random forest (Pham et al., 2020). Ahmad et al. gave a
eview of the application of ANN and SVM in electrical energy
onsumption forecasting (Ahmad et al., 2014). By projecting data
nto higher dimensions using the kernel function, SVM could
xtract the data features in the more elevated dimensional spaces,
trengthening the ability to extract features and build models
Chen et al., 2017, 2016). The building energy demand predictive
odel based on the decision tree method can also help users
uickly extract helpful information except for accurate predic-
ions (Yu et al., 2010). Prediction models based on random forest

lgorithms are also proposed by Pham et al. (2020) and Wang
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et al. (2018). These methods, however, have the limited ability to
deal with nonlinear and complex relationships.

In recent years, deep learning neural networks have performed
better on this issue. Based on the recursive feedback network
structure, recurrent neural network (RNN) could consider the
time correlation of the time series to carry out more comprehen-
sive and complete modeling of the time series (Zou et al., 2005).
However, the structure of RNN will cause gradient explosion
or gradient vanishing (Hochreiter and Schmidhuber, 1997) and
cannot maintain the long-term dependence well (Chen et al.,
2001). The improved deep neural network performs well on this
problem. Derived from RNN, the long-short term memory (LSTM)
introduces gate control to ensure the ability to remember long-
term data, achieving better performance than other RNNs on
practical problems (Yu et al., 2017). Thus it has been used in
the solution to the electricity consumption prediction problem.
LSTM achieves better performance than other RNNs on practical
problems (Amarasinghe et al., 2017) and has been used in the
solution to the electricity consumption prediction problem (Rah-
man et al., 2018; Bedi and Toshniwal, 2019; Zheng et al., 2017;
Ugurlu et al., 2018; Han et al., 2019; Kong et al., 2019; Wang et al.,
2020a). Gated recurrent unit (GRU) is regarded as an improved
and optimized model of LSTM. With a similar internal structural
unit to LSTM, GRU also effectively solves the gradient disappear-
ance and explosion problem. However, the prediction effect of
GRU is not much different from LSTM, although fewer parameters
are used (Liu et al., 2017; Yang et al., 2019). In addition, some
recent developments in power load forecasting are summarized
as follows in Table 1.

When using deep learning neural networks to predict energy
consumption, two points need to be carefully considered. One
is the hyperparameter selection, and the other one is predic-
tion strategy selection. The predictive output of deep learning
neural networks is heavily dependent on the learning rate and
other hyperparameter optimization issues. These hyperparameter
values are cumbersome, and manual calculation will inevitably
harm the accuracy of prediction (Zheng et al., 2017; Han et al.,
2019; Kong et al., 2019). The cost of the grid search increases
exponentially with the increase of the number of parameters, so
this method faces performance problems for the case of more hy-
perparameters (Shahriari et al., 2016). Random search is another
often preferred method (Bergstra and Bengio, 2012). However, a
new point sampled in the hyperparameter space using a random
search algorithm may be close to the previously evaluated point,
resulting in limited information. Besides, random sampling is as
likely to sample in a promising area as in a hyperspace area
dominated by poor-performing models. All of them result in
a decrease in optimization efficiency (Zegers and Van Hamme,
2019). Particle swarm optimization (PSO) algorithm (Kennedy
and Eberhart, 2006) is also a commonly used optimization al-
gorithm, which has the characteristics of wide adaptability, fast
convergence speed, and simple operation. However, PSO easily
falls into the local extreme points for functions with multiple
local extreme points and cannot guarantee convergence to the
global optimal point (Li et al., 2020b), so sometimes, the optimal
result cannot be obtained. In addition, LSTM can achieve differ-
ent prediction effects based on different hierarchical structures,
and the number of layers is not strictly positively correlated
with prediction accuracy. Therefore, for the power consumption
prediction, the hierarchical structure of the LSTM model also
needs to be seriously considered. However, the selection and
optimization of LSTM structure through a manual adjustment
will inevitably decrease prediction efficiency. Therefore, adjust-
ing the appropriate hyperparameters and hierarchical structure
simultaneously is the key that the appropriate optimization al-

gorithm enables the power consumption model to quickly and
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able 1
ummary of the recent work on STLF.
Author and the work Technique Dataset Metric

Zhang et al. (2018) • Improved empirical mode
decomposition
• Autoregressive integrated moving
average
• Wavelet neural network
• Fruit fly optimization

Australia and New York City
(Energy consumption and temperature
data)

MAE, MAPE, MPE, and RMSE

He et al. (2019) • VMD
• LSTM
• BO algorithm

Hubei province, China (Energy
consumption, temporal and climatic
data)

RMSE, MAE, MAPE, and R2

Liang et al. (2019) • Empirical mode decomposition (EMD)
• Minimal redundancy maximal
relevance
• General regression neural network
with fruit fly optimization algorithm

Energy consumption data in
Lang Fang, China

Relative Error (RE), MAE, RMSE,
MAPE and Theil’s inequality
coefficient (TIC)

Fan et al. (2019b) • Deep learning techniques for feature
engineering

Building operation data from
an educational building in Hong Kong

RMSE, MAE, and CV-RMSE

Somu et al. (2020) • Haar wavelet-based mutation operator
• Sine cosine optimization algorithm
• LSTM

Kanwal Rekhi building energy
consumption data from the Indian
Institute of Technology

MAE, MAPE, MSE, RMSE, Theil U1 and
Theil U2 statistics.

Jin et al. (2021) • Encoder–decoder architecture with
the GRU recurrent neural network
• BO method

Actual power load data from American
Electric Power

RMSE, MAE, Pearson correlation
coefficient R, normalized mean square
error (NRMSE), and symmetric mean
absolute percentage error (SMAPE).

Han et al. (2019) • Time-dependency convolutional neural
network
• Cycle-based LSTM

Daily load of Hangzhou from January
2014 to March 2017
daily load of Toronto from May 2002 to
July 2016

Training time and the mean relative
error (MRE),

Xia et al. (2021) • Improved stacked GRU-RNN
• SGD algorithm with momentum

Hourly actual wind energy generation
dataset in Germany with hourly weather
conditions in 2016;
hourly load three-year data in Spain

RMSE and MAE.

Wang et al. (2020a) • Autocorrelation graph
• LSTM

Actual power consumption data of a
certain cooling system

MSE, RMSE, MAPE, MAE and Theil U
statistic; Pearson correlation coefficient;
Kendall rank correlation coefficient;
Spearman rank correlation coefficient

Wang et al. (2021) • Deep convolutional neural network
based on ResNet
• Convolutional neural network

Two laboratory buildings and an office
building from the genome project
building data

MAPE, MAE, RMSE; pinball score

Bedi and Toshniwal
(2018)

• EMD
• K-means
• LSTM

The electricity consumption data of the
city Chandigarh, India

RMSE and Absolute Percentage Error

Nie et al. (2020) • Complementary ensemble empirical
mode decomposition (CEEMD) and
singular spectrum analysis (SSA)
• Gray wolf algorithm
• A combined forecasting mechanism
composed of RBF, GRNN, and extreme
learning machine (ELM)

Three datasets of half-hour power load
of Queensland, South Australia, and
Victoria in Australia

MAE, RMSE, MAPE, MSE, the sum of
square error (SSE), and directional
change (DC)

Shang et al. (2020) • Whale optimization algorithm (WOA)
• Least squares SVM, ELM, and
generalized regression neural network

10-week electric load time series from
New South Wales, Australia

Average error, MAE, MAE, RMSE, a
normalized average of the squares of
the errors NMSE, MAPE

Li et al. (2021) • EEMD
• Multivariable linear regression
• LSTM

Data from the west area of China,
Uzbekistan, and PJM

MAPE, RMSE

Liu and Gao (2019) • EEMD
• WOA
• SVM

30-min of electric load data from power
stations in New South Wales and
Queensland

MAE,MAPE, RMSE, Willmott’s Index, the
Nash–Sutcliffe coefficient, the Legates
and McCabe Index
effectively achieve the expected prediction effect. The Bayesian
optimization (BO) method happens to be able to meet these two
requirements at the same time, if the number of structural layers
of the LSTM is regarded as one of its hyperparameters. BO is
a powerful method for extrema searching of a given objective
function which estimates the objective function as a Gaussian
process and regards it as a proxy function (Aoki, 1965). When
some observation could be derived from the objective function,
the true evaluating direction could be determined by optimizing
6475
the proxy function (Snoek et al., 2012). Therefore, BO is believed
has the great potential in the optimization of LSTM for STLF.

On the other hand, the prediction strategy for STLF needs to
been considered as well. Due to the complex time-series pre-
diction problem, it is not always possible to find the inherent
regulation directly using a single forecasting model, which likely
affects forecast accuracy. The signal decomposition method is
introduced into the power prediction solution. The decomposition
operation and machine learning method are combined for the
concept of ‘‘decomposition and integration’’ (Bedi and Toshniwal,
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018). Various hybrid models have also improved the overall pre-
iction accuracy and formed more effective forecasting solutions.
commonly used signal decomposition method is variational
ode decomposition (Dragomiretskiy and Zosso, 2014), which

s effective and has been widely adopted (Liu et al., 2014; Sun
nd Zhao, 2020; Wang et al., 2020b). However, the number of
ecomposition signals obtained by this method needs to be man-
ally selected, increasing the decomposition results’ subjectivity
nd uncertainty. By contrast, the empirical mode decomposition
EMD) method provides an alternative selection (Huang et al.,
998). The technique has creatively offered a practical, fully adap-
ive solution both for nonlinear and nonstationary signals. In
ecent years, a variety of modifications of EMD has been pro-
osed to enhance the performance of the method. Ensemble
mpirical mode decomposition (EEMD) was then proposed (Wu
nd Huang, 2014) to solve mode mixing to get a more accurate
stimation. The method of complete ensemble empirical mode
ecomposition with adaptive noise (CEEMDAN) (Torres et al.,
011; Colominas et al., 2014b) was then proposed. Compared
ith EEMD, CEEMDAN improves the reconstruction accuracy by
dding white noise while controlling the number of IMFs. The
mergence of iCEEMDAN reached the pinnacle of the empiri-
al mode decomposition method. It almost perfectly solved the
roblem that decomposed IMFs will contain some residual noise,
hus achieving almost perfect signal decomposition (Colominas
t al., 2014a). This method has been initially used for wind speed
orecasting (Duan et al., 2021; Zhang et al., 2021), streamflow
orecasting (Sibtain et al., 2020; Zhao et al., 2021), air quality
orecasting (Li and Zhu, 2018), and price forecasting (Niu et al.,
021), even for some STLF problems (Li et al., 2020a). Still, there
re few reports of the method combining with LSTM used for
ower load consumption forecasting.
In short, establishing a proper LSTM model with an appro-

riate prediction strategy, advanced technique, and reasonable
ptimal hyperparameters to obtain the best STLF prediction per-
ormance is still a problem that needs to be unscrambled in
he current power consumption prediction. In response to this
roblem, this paper proposes a new hybrid model of iCEEMDAN-
O-LSTM for universities’ energy consumption prediction and
anagement. Based on the concept of ‘‘decomposition and in-

egration’’, this solution combines iCEEMDAN, the latest decom-
osition application, and LSTM neural network with powerful
redictive ability. BO is used to optimize the hyperparameters
nd the structure of LSTM adaptively, aiming to improve predic-
ion efficiency. The contributions of this paper could be concluded
s follow:

• Based on the importance and characteristics of university
energy consumption, the university campus is innovatively used
as the research object of energy consumption, and for which
a feasible and efficient forecasting scheme iCEEMDAN-BO-LSTM
based on ‘‘decomposition-prediction-ensemble’’;

• The proposed hybrid model is automatic, adaptive, and pos-
eriori. iCEEMDAN could adaptively decompose predicting time
eries with a certain number of IMFs that is definitely decided
y its length, which is different from the method that requires
riori knowledge such as VMD. The Bayesian optimizer enables
STM to explore the optimal hyperparameters automatically for
he hybrid model to reduce the predicting errors and increase the
redicting efficiency. All the above processes are entirely based
n the predicting dataset.

• The structure of LSTM for this kind of prediction problem is
erified and confirmed. In the study, BO was used to ascertain the
ontribution of different input layer structures to the prediction
ccuracy. The final results determined the characteristics of the
STM structure of similar complex time series, which provided a

eference result for this less concerning issue.
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• A step-by-step comparison is used to logically verify the su-
perior performance of the iCEEMDAN-BO-LSTM proposed in this
paper. According to the characteristics of the targeted data, the
first-step comparison is performed between the basic prediction
models, which verifies the superiority of the BO-LSTM, and then
the comparison is conducted among models combining empirical
model decomposing methods. In this way, the superiority of the
algorithm selection of each step of the hybrid model proposed
in this study is tested, and the rationality of the satisfactory
predictive effect of the whole hybrid model is verified.

The remainder of this paper is organized as follows. The fun-
damental introduction and characteristic analysis of the adopted
yearly power load data are investigated in Section 2. The the-
oretical introduction, including iCEEMDAN, LSTM, BO, and the
proposed model structure and performance assessment indices
for the hybrid model, are elaborated in Section 3. Experimental
design and computational results are presented in Section 4, and
corresponding discussions are demonstrated in Section 5. In the
last, the conclusion of this work is summarized in Section 6.

2. Data introduction and analysis

Because of the establishment of an entire Internet of Things
information collection system based on the concept of sustainable
development, it is easier to collect power consumption data on
campuses, such as Arizona State University (ASU). Therefore, this
study selects actual power consumption data from ASU (Arizona
State University, 2021) to verify the model. ASU is a famous
public university responsible for higher education and academic
research. In this study, the electrical power consumption data of
the polytechnic campus (PTC) of ASU are used. The PTC campus
has 701 buildings, providing 245,000 square feet of classroom
and lab space, and serves more than 4000 students and hundreds
of faculties (Arizona State University, 2021). The total electrical
power consumption of PTC in the past 2020 is more than 13
million kWh, as illustrated in Table 2, and will inevitably rise year
by year in the future.

The electrical consumption datasets of PTC recorded the power
load from 00:00 on January 1 to 23:00 on December 31 of all
2020. The electrical consumption values are updated hourly; thus
there are 24 data points recorded daily and 8784 data points
in total. Table 2 provides an elucidated perception of statisti-
cal descriptions, including the number of data points, the sum-
mation, minima, and the maxima, the mean, the standard de-
viations, the medians, and the quartiles of the dataset. Bene-
fited from the stable operation of the Campus Metabolism sys-
tem (Arizona State University, 2021), no data points are lost
in this data set, providing true and reliable complete data for
electricity consumption forecasting.

The diagram of the dataset provides a clear demonstration
through Fig. 1. Fig. 1(a) plots the electrical consumption curves
of the PTC datasets throughout 2020, Fig. 1(b) shows the hourly
power consumption data of PTC in the first 4 weeks of 2020. As
these two figures illustrate, this data has a regular fluctuation
within 24 h a day. It will reach the highest peak of electricity
consumption throughout the day in the morning, and it will
reach the second peak of electricity consumption in the after-
noon. The difference in electricity consumption between week-
days and weekends is only the magnitude, but the pattern is
similar. In addition, this trend repeats by week. PTC has the
least daily electricity load in summer, whether it is daily con-
sumption or seasonal consumption. There will be a rapid in-
crease in electricity consumption in autumn, but the daily elec-
tricity load in winter and spring is still the highest through-
out the year. Fig. 1(c) plots the first differential result of the
dataset. As illustrates, the average value of PTC 2020 power
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he statistical description of the power consumption dataset of PTC of ASU in 2020.
Dataset Number Electrical consumption values (kW)

Sum Min Max Mean SD Median Qtl

PTC 8784 13588419.99 705.25 3405.15 1546.95 413.52 1464.88 546.10

Note: ‘Min’ refers to the minimum; ‘Max’ refers to the maximum; ‘SD’ refers to the standard deviation; ‘Qtl’ refers to the quartile.
Fig. 1. Diagram exhibitions of hourly power consumption data of PTC of ASU. (a) illustrates the full view of the whole dataset; (b) gives a detailed periodic observation
f power consumption data of PTC first 4 weeks of 2020; (c) shows the first differ result of throughout the year in 2020. (d) and (e) plot the results of ACF and
ACF of PTC data, respectively.
onsumption data returns to 0 after the first-order difference,
howing an inevitable stability trend. In addition, the results of
he first-order difference passed the Augmented Dickey–Fuller
est (Said and Dicky, 1984) and Kwiatkowski–Phillips–Schmidt–
hint test (Kwiatkowski et al., 1992), also indicating the sta-
ionary of data after the first-order difference. Autocorrelation
unctions (ACF) and partial autocorrelation functions (PACF) of
6477
PTC data are plotted in Fig. 1(d) and (e), respectively. As illus-
trates, both a short significant daily periodicity with 24 points and
a longer high weekly periodicity with 168 points could be directly
observed, as marked in Fig. 1(d), showing significant periodic
trends of the PTC dataset. All observations and analyzes show that
PTC power load consumption has an intense cycle of 24 h (1 day)
and a period of 168 h (1 week).
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. Methodology

.1. iCEEMDAN

Empirical mode decomposition (EMD) was firstly proposed by
uang et al. (1998). Although the original EMD has creatively
rovided a practical, fully adaptive solution both for nonlinear
nd nonstationary signals, the method has a significant weakness
f ‘‘mode mixing’’ that leads the decomposed modes contain to
xtensively diverse scales or contain a similar scale. This short-
oming easily leads IMFs to lose their physical meaning and
educes the robustness and sensitivity of the EMD method to
inor disturbances in the dataset. Thus, an improved method
amed ensemble empirical mode decomposition (EEMD) was
hen proposed (Wu and Huang, 2014) to overcome the draw-
ack of EMD. EEMD solved the problem of ‘‘mode mixing’’ to
certain extent. Still, the reconstructed signal includes residual
oise, and different implementations of adding noise to the signal
ay result in a different number of IMFs, making the final aver-
ging difficult in some cases. A new improvement of complete
nsemble empirical mode decomposition with adaptive noise
CEEMDAN) (Torres et al., 2011; Colominas et al., 2014b) was then
roposed. Differently, CEEMDAN adds a particular noise to the
esulting residue from the former iteration at each decomposing
tage, achieving an absolute decomposition with imperceptible
econstruction error and enables a smaller ensemble size. How-
ver, some IMFs resulting from CEEMDAN still include some
esidual noise. The decomposed IMFs will contain a certain num-
er of noise and similar signal scales in the early decomposition
tage. Therefore as the improved CEEMDAN, iCEEMDAN (Colom-
nas et al., 2014a) estimates the local average means of the
ealizations instead of modes themselves using the modes of the
dditive white noise instead of the white noise itself. Defining
(·) for operating the local mean, and Ek .·/ is the kth operation
y EMD (k = 1; 2; : : : ; K , the same below), hence X i

[t] could be
represented as Eq. (1):

X i [t] = X [t] + �0E1
�
!i [t]

�
; i = 1; 2; : : : ; I (1)

where !i [t] is the ith Gaussian white noise, i is the number of
realizations (the same below)). The first residue could be obtained
by Eq. (2):

r1 =
1
I

IX

i=1

M(X i
[t]) (2)

Thus, the first mode could be calculated by Eq. (3):

ed1 = X[t] − r1 = X[t] −
1
I

IX

i=1

M(X i
[t]) (3)

Similarly, the second residue could be estimated as the local
means of the realizations r1 + �1E2(!i [t]) and the second mode
is calculated by Eq. (4):

ed2 = r1 − r2 = r1 −
1
I

IX

i=1

M(r1 + �1E2(!i [t])) (4)

Similarly, the kth residue and the kth mode could be calculated
by Eqs. (5) and (6), respectively:

rk =
1
I

IX

i=1

M(rk−1 + �k−1Ek(!i [t])) (5)

edk = rk−1 − rk

= rk−1 −
1
I

IX

i=1

M
�
rk−1 + �k−1Ek

�
!i [t]

�� (6)
f
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The method iterates Eqs. (5)–(6) for all IMFs’ calculation and stops
until the obtained residue rk that cannot be further decomposed
either it satisfies IMF criteria or the residue has less than three
local extrema. Given �k = "kstd(rk) to obtain the desired SNR
selection at each stage.

3.2. Long short-term memory network (LSTM)

LSTM (Hochreiter and Schmidhuber, 1997), launched by Sepp
Hochreiter and Juergen Schmidhuber in 1997, is an improved
application of recurrent neural networks. LSTM allows the con-
stant error flow in the network by implementing constant error
carrousel in a complex unit called memory cells, with which
the past information could be kept. Three multiplicative units—
input gate (it ), forget gate (ft ) and output gate (ot ), are designed
to help the information be stored, written, or read from cells,
and together with the update gate (ut ) update the current status
of the cell. In this way, the structural design of LSTM not only
solves the problems of gradient disappearance and explosion in
traditional RNNs but also can handle longer time series compared
with traditional RNNs. LSTM, thus, is more suitable for processing
and predicting time series with time lags of unknown duration.

The structure of LSTM is illustrated in Fig. 2, and below
give the implementation of LSTM (Hochreiter and Schmidhuber,
1997). Assuming there is an input series X = (x1; x2; x3; : : : ; xt−1;
xt ), and an output series Y = (y1; y2; y3; : : : ; yt−1; yt ), where

= 1; 2; 3; : : : ; T denoting the time step. At time lag t, the input
gate it filters input information from xt at current time t (Eq. (7)),
and then creates an update implementation (ut ) for updating the
information status (Eq. (8)):

it = � (Wi · [ht−1; xt ] + bi) (7)

ut = tanh(WC · [ht−1; xt ] + bc) (8)

Then the forget gate ft filters input historical information, passing
the long-term trend information to t + 1 time and discarding
nimportant information (Eq. (9)).

t = � (Wf · [ht−1; xt ] + bf ) (9)

he old cell status Ct−1 is upgraded to the new status Ct by
emoving partial unimportant information from historical and
dding the extracted valuable information (Eq. (10)). Here, ∗

ndicates the dot multiplication between matrices.

t = ft ∗ Ct−1 + it ∗ ut (10)

inally, the output gate ot passes updated status Ct to next cell
Eq. (11)), and meanwhile, the hidden layer status ht of the
emory cell is updated as Eq. (12):

t = � (Wo · [ht−1; xt ] + bo) (11)

t = ot ∗ tanh(Ct ) (12)

hus, the output of the final prediction result yt is obtained by
he following Eq. (13):

t = � (Wy · ht + by) (13)

n above, Ct−1 and Ct denote the cell status at t − 1 and t time,
espectively. ht−1 and ht denote the hidden layer status, respec-
ively. Wf , Wi, WC , and Wo are the weight matrix of each layer. bf ,
i, bC , and bo are the bias of each gate, and by is the output bias.
(·) and tanh(·) are the sigmoid function and hyperbolic tangent

unction, separately.
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Fig. 2. Structure illustration of LSTM. ⊗ represents element-wise multiplication and ⊕ represents element-wise summation. The blue dash boxes noted with ft ; it ; ut ; ot
denote input gate (it ), forget gate (ft ) output gate (ot ) and update gate (ut ) respectively.
r
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3.3. Bayesian optimizer

The hyperparameter optimization of neural networks is usu-
ally regarded as a black box problem. Although hyperparameter
optimization results are helpful to evaluate the various hyper-
parameter configurations and improve the generalization per-
formance of the model, the increase in algorithm complexity
makes the cost of evaluation face serious challenges. In this
case, selecting network hyper-parameters for the algorithm based
on experience and numerous attempts is time-consuming and
computationally expensive and does not always optimize the
algorithm’s performance (Shahriari et al., 2016). Past power con-
sumption forecasting work has also fully exposed this problem, as
mentioned in section 1 (Zheng et al., 2017; Han et al., 2019; Kong
et al., 2019). Bayesian optimizer (BO) (Williams and Rasmussen,
2006) performs particularly satisfying compared to the traditional
grid search method. Therefore, only a few iterations are needed to
achieve an ideal effect, especially when the parameter dimension
is high. More importantly, BO is more robust to non-convex
problems and is less likely to fall into a local optimum. Bayesian
optimization aims to find an input x∗ that satisfies (Eq. (14)):

x∗
= arg

x∈�
maxf (x) (14)

where � ∈ R. This process requires a prior function p(f ) for
the objective function to be optimized, for which the Gaussian
prior process (GPs) have become a standard surrogate in BO. For
p(f ), the GPs are specified by its mean function � and covariance
function, k. Given the observation dataset D = .xn; yn/ (n =

1; 2; 3; : : : ;N), where xn is the nth set of hyperparameters, and
yn is the corresponding output. With the likelihood p(D|f ), its
posterior p .f |D/ thus also follows GP with the mean function �
and is a covariance function k. The kernel of GPs determines the
impacts of observations on the prediction, Matérn kernel (Matérn,
1960) is the popular choice for the kernel of GPs of BO, as shown
in Eq. (15):

k
�
xi; xj

�
=

1
(
√
2v


xi; xj



)vKv(
√
2v


xi; xj



) (15)

2v−1� .v/
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where � .v/ and Kv are the Gamma function and the Bessel func-
tion of order v (Abramowitz, 1965). Specifically, the automatic
elevance determination 5/2 Matérn kernel, recommended in
noek et al. (2012), is adopted in this study, as shown in Eq. (16):

�
xi; xj

�
= (1 +

√
5


xi; xj



+
5
3



xi; xj


2)exp(−

√
5


xi; xj



) (16)

Then, an acquisition function is required to evaluate the util-
ity from the model posterior to determine the next point of
input. The usual selection of the acquisition function include
Expected Improvement (EI), which is selected in this work as the
acquisition function, as shown in Eq. (17):

xn+1 = argmax
x

aEI (x|D) (17)

In summary, the BO method builds a model based on historical
data to evaluate the performance of the hyperparameter sets. It
then selects the new set of hyperparameters to test based on the
model. This process is repeated continuously to obtain the global
optimal hyper-parameter (Zhang et al., 2020).

3.4. Parametric selection, model structure, and operating steps

In this study, a hybrid model based on iCEEMDAN and LSTM
optimized with BO is proposed for the STLF of a university cam-
pus.

Suppose there is an original time series
X =

�
x1 x2 : : : xn

�
containing n time steps data. If one wants

to determine the possible periodic impact of how many previous
values affect the current predicting output value, a new hyper-
parameter named ‘delay’ is adopted and denoted as d. Therefore,
another set L =

�
D1 D2 : : : Dd

�
; d < n containing the last

d step data ‘borrowed’ from the last year’s power consumption
data is used here to reconstruct the feature set. By adding the
set L, the original time series set X could be transferred to the
following matrix X with the dimension of d×n, as formula (18)
re
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s

X

Fig. 3. The diagram of reconstructing training and testing set.
hows:

re =

2

6666666
4

D1 D2 D3 : : : Dd x1 : : : xn−d

D2 D3 D4 : : : x1 x2 : : : xn−d+1
:::

:::
:::

: : :
:::

:::
: : :

:::

Dd−1 Dd x1 : : : xd−2 xd−1 : : : xn−2

Dd x1 x2 : : : xd−1 xd : : : xn−1

3

7777777
5

(18)

In this way, Xre could correspond to the original time series X
in dimensionality. Thus by combining Xre and, a new matrix Xpre
with (d + 1) × n could be constructed as the following matrix
(formula (19)) for the BO-LSTM model:

Xpre =

2

6666666666
4

D1 D2 D3 : : : Dd x1 : : : xn−d

D2 D3 D4 : : : x1 x2 : : : xn−d+1
:::

:::
:::

: : :
:::

:::
: : :

:::

Dd−1 Dd x1 : : : xd−2 xd−1 : : : xn−2

Dd x1 x2 : : : xd−1 xd : : : xn−1

x1 x2 x3 : : : xd xd+1 : : : xn

3

7777777777
5

(19)

where the first d rows are the input to the predictor and the last
row is the target time series that need to predict. In this way,
the data of the first d time steps could be used to predict the
current data for each time step prediction. Therefore, by using
Xre set to predict X set after separating training and testing set
for BO-LSTM model, the relationship between the previous values
and the predicting value could be detected. It should be noted
that for the IMFs and residual decomposed from the original time-
series power consumption data, their LIMF should be obtained by
decomposing the combination of the original power consumption
data X and its delay dataset L. Fig. 3 demonstrates the above
progress, together with processes in the second step later in
detail.

The parametric settings of the proposed hybrid model are
elaborated as follows.

Firstly, the standard deviations of the noise set for EEMD,
CEEMDAN, and iCEEMDAN are 0.2. The numbers of realization
in the above decomposing methods are set as 1000 equally, and
the iteration number is designated as default as infinite, following
6480
Table 3
Hyperparameters needs to be optimized and their given range.
Optimizing parameters Range

Batch size [32 1024]
Number of input layers [1 2]
Hidden unit number [50 200]
Delay [24 168]
Learning rate [1e−3 1]
L2 regularization coefficient [1e−10 1e−2]

the current research outputs (Wu and Huang, 2014; Torres et al.,
2011; Colominas et al., 2014a).

Secondly, the basic structure of the LSTM model in this study
was composed of a hidden layer, a fully connected layer, and
an output layer, and the dropout rate was defined as 0.5 to
prevent overfitting that is commonly used and received satisfying
performance. ADAM (Kingma and Ba, 2015) was adopted in this
model to optimize the weight and bias in the LSTM network.

Considering that changes in the number of input layers in
LSTMmay lead to different prediction performances, in this study,
the number of input layers is also set as a hyperparameter, which
BO optimizes. Besides, the hyperparameters of the LSTM, includ-
ing learning rate, batch size, number of hidden layer units, and L2
regularization coefficient, also need to be optimized. In addition,
the above-defined hyperparameter ‘delay’ and denoted as d, of
which the range is decided by the weekly period analyzed in
Section 2. Accordingly, the hyperparameters set up in this study
and their range are given in Table 3.

Fig. 4 displays the flowchart of the proposed hybrid model,
the flow chart of BO, and the processing steps of the hybrid
model. The operation steps of the hybrid model are introduced
as follows.

1. Preprocessing. The raw data should be preprocessed for
this model by the z-score normalization method. The normalized
data is divided into the training set, validation set, and test set
according to the ratio of 8:1:1. The training progress is set as 60
epochs, which is referred to the existing studies (Jin et al., 2021;
Shang et al., 2021; Munem et al., 2020) and verified through
actual calculations during the preparation work.

2. Decomposition. The preprocessed data is decomposed into
n IMFs by iCEEMDAN. As an adaptive decomposition method, the
number of IMFs n here is determined by iCEEMDAN directly and
automatically.
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3. Prediction. In the prediction step, BO-LSTM is used to predict
ach IMF separately. Here, BO is used to optimize the hyperpa-
ameter selection in the prediction process of each IMFs to find
he best prediction results.

4. Ensemble. In this step, all IMF prediction results are added
o obtain the final prediction result of the hybrid model.

. Experiment and result

All programming works were implemented in the Matlab
020b environment. LSTM and BO were established using Matlab
020b neural network toolbox deep learning library. The com-
utational experiment is a Window workstation equipped with
wo Intel(R) Xeon(R) E5-2676 v3 @2.4 GHz processors, an NVIDIA
eForce GTX 1060 6 GB GPU, and 80 G RAM.

.1. Experimental scenarios

Autoregressive methods are usually used to predict data with
eriodic characteristics, such as the PTC data analyzed in Sec-
ion 2. These methods can consider the internal periodicity of
he data and reflect it in the forecasting operation. Besides, LSTM
lso fits the prediction problem for periodicity, nonlinear, and
onstationary data-series data (Wang et al., 2020a). In conse-
uence, in this study, a two-step comparison will be conducted.
irstly, the predicting performance of five basic models, including
ARIMA, RNN, LSTM, GRU, and proposed BO-LSTM, are estimated.
he performance comparison of the hybrid models, namely EMD-
O-LSTM, EEMD-BO-LSTM, CEEMDAN-BO-LSTM, and iCEEMDAN-
O-LSTM, are then evaluated.

.2. Prediction performance assessment

In this study, five frequently-used statistical metrics are
dopted for a comprehensive assessment of the related models,
amely mean absolute error (MAE), root mean square error
RMSE), mean absolute percentage error (MAPE), and coefficient
f determination (R2) (Eqs. (20)–(23)). In principle, the smaller
he MAE, RMSE, and MAPE, the smaller the actual and predicted
alues. And the closer R2 is to 1, the more accurate the prediction
esult. Here, y and by denote the actual and predicted values,
i i a
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and yi denotes the average of yi, respectively. N is the number of
ctual data points.

AE =
1
N

NX

i=1

|yi −byi| (20)

RMSE =

vuut 1
N

NX

i=1

(yi −byi)2 (21)

MAPE =
1
N

NX

i=1

����
yi −byi

yi

���� (22)

2
= 1 −

PN
i=1(yi −byi)2

PN
i=1(yi − yi)2

(23)

he dependency of time series prediction on the actual data
hould also be considered, except for the prediction errors. In this
tudy, the accuracy of time series prediction is estimated by the
opulation correlation coefficient using Spearman rank correla-
ion coefficient (rho), which is defined as the Pearson correlation
oefficient between the rank variables (Myers et al., 2013). The
oefficient is ranged between −1 and 1. That is, the closer X is
o Y, the closer the Spearman correlation is to 1, in simple. For
he predicted result byi and actual values yi, each single vale is
onverted to ranks rgbyi and rgyi , thus � could be computed as
Eq. (24)):

ho =
cov(rgbyi ; rgyi )
�rgbyi�rgyi

(24)

here cov(rgbyi ; rgyi ) is the covariance of the rank variables, �rgbyi
nd �rgyi are the standard deviations of the rank variables.

.3. Result

.3.1. Decomposing result of iCEEMDAN
The decomposition result of PTC power load data using iCEEM-

AN is demonstrated in Fig. 5. The time series of PTC power
oad data is decomposed into 13 modes—12 IMFs and 1 residual.
o obvious ‘‘mode mixing’’ phenomenon is observed in each
ode. The decomposition results also show that the PTC data
as apparent nonlinearity and non-stationarity. In contrast, the
umber of IMFs decomposed using EMD, EEMD, and CEEMDAN
re 11, 13, and 14, respectively.
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Fig. 5. Decomposition results of PTC electrical power consumption data in 2020 by iCEEMDAN.
.3.2. Basic model performance comparison
Five basic models are firstly selected to predict the electrical

ower load of PTC. Here, SARIMA is optimized relying on its
tructural characteristics (SARIMA(23; 1; 23)(1; 1; 1)168). RNN is
ptimized based on its parametric characteristics because tests
ave shown that the prediction effect of RNN is unsatisfactory
f RNN uses the hyperparameters from LSTM optimized by BO.
STM and GRU use part of the optimization results of BO-LSTM,
nd their learning rate and L2 coefficients are set according to the
eneral experience. Noted that here the suggested number of the
nput layer of BO-LSTM by BO is 1.

The prediction results of each basic model on the test dataset
re shown in Fig. 6. The prediction performance assessment re-
ults of the basic models are demonstrated in Table 4.
6482
As shown in Fig. 6, each prediction result shows the overall
trend of actual power consumption data. It can be observed in
Fig. 6(a) that the prediction result of the BO-LSTM model is closer
to the actual curve of the PTC data, so the overall prediction
effect of the BO-LSTM model is better than that of the GRU,
LSTM, RNN, and SARIMA models. GRU-predicted result (Fig. 6(b))
and LSTM-predicted result (Fig. 6(c)) are also closer to the actual
power consumption data, but they are not as good as BO-LSTM
on weekend power consumption forecasting. The prediction of
RNN received a significant impact in the initial stage, as shown
in Fig. 6(d). The possible reason may be that the relationship
between the trend at the end of the testing set and the change
at the beginning of the test set is not appropriately handled. The
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Fig. 6. Comparison of prediction results of basic models of PTC power load. (a) is the combination of the prediction results of basic models and the actual values;
b), (c), (d), (e), (f) are the comparison of the predicted result of each basic model and the actual values.
able 4
rediction performance assessment results of basic models.
Basic models MAE RMSE MAPE (%) R2 rho

SARIMA 235.9974 393.6564 12.7770 0.4301 0.8086
RNN 155.8342 239.8093 9.9572 0.7885 0.8892
LSTM 93.1897 140.0133 6.6107 0.9046 0.9708
GRU 82.1126 113.4905 5.5063 0.9437 0.9698
BO-LSTM 68.2425 95.1010 4.6458 0.9604 0.9799

result predicted by SARIMA could reflect the periodic character-
istics of power consumption data, as shown in Fig. 6(e), but it
has limited ability to characterize the magnitude of daily power
consumption changes. Prediction performance assessments listed
in Table 4 also demonstrate this observation. From bold content
in Table 4, it could be observed that, for single prediction models,
BO-LSTM obtained the lowest MAE, RMSE, and MAPE of 68.2425,
95.1010, 4.6458%, and the highest R2 of 0.9604, indicating the best
rediction performance. For other RNN methods, GRU obtained
he second-best performance with MAE of 82.1126, RMSE of
13.4905, MAPE of 5.5063%, and the second-highest R2 of 0.9698.
STM gets the MAE of 93.1897, RMSE of 140.0133, MAPE of
.6107%, and R2 of 0.9708, slightly lower than the performance of
RU. RNN got the MAE of 155.8342, RMSE of 239.8093, MAPE of
.9572%, and R2 of 0.7885, whose performance is much unpleas-
nt than GRU and LSTM. SARIMA gets the unsatisfied performance
ith MAE of 235.9974, RMSE of 393.6564, MAPE of 12.7770%, and
2 of 0.4301.
As for the results of rho values, BO-LSTM received the highest

alues of 0.9799, indicating the best prediction efficiency by the
ighest dependence between the predicted values and actual
alues. GRU and LSTM got 0.9698 and 0.9708, respectively, sug-
esting good prediction performances. Here the reliance of LSTM
redicted data is better than that of GRU predicted, with the
ho value of 0.9708 versus 0.9698. By contrast, RNN received a
ower rho value of 0.8892, indicating an unsatisfied dependence
etween the predicted and actual values.

.3.3. Hybrid model performance comparison
The proposed and hybrid models based on other empirical de-

omposition are suitable for power consumption data prediction.
6483
Table 5
Prediction performance assessment of the hybrid models.
Hybrid models MAE RMSE MAPE (%) R2 rho

EMD-BO-LSTM 155.7735 203.4263 10.4137 0.8478 0.9113
EEMD-BO-LSTM 52.4634 74.7751 3.3824 0.9794 0.9832
CEEMDAN-BO-LSTM 60.5518 86.1011 3.8808 0.9727 0.9780
iCEEMDAN-BO-LSTM 40.8411 59.6807 2.5563 0.9869 0.9905

By using the testset to check the training model, the comparison
results of the evaluation criteria predicted by each mixed model
are shown in Table 5 and Fig. 7.

By combining the contents of Fig. 7 and Table 5, a consis-
tent conclusion can be obtained. iCEEMDAN-BO-LSTM obtains the
fantastic forecast performance, the parametric indices of which
have been bolded in Table 5. Specifically, the MAE, RMSE, and
MAPE values of iCEEMDAN-BO-LSTM are 40.8411, 59.6807, and
2.5563%, and 0.5714%, significantly lower than those of other
models. R2 of iCEEMDAN-BO-LSTM is 0.9869, higher than that of
other models. This performance indicates that the level and direc-
tion accuracy of this prediction is significantly higher. EEMD-BO-
LSTM also obtained good prediction results, with MAE of 52.4634,
RMSE of 74.7751, MAPE of 3.3824%, and the R2 of 0.9794. These
results are close to the prediction performance of CEEMDAN-BO-
LSTM, which got the MAE of 60.5518, RMSE of 86.1011, MAPE
of 3.8808%, and the R2 of 0.9727. EEMD-BO-LSTM obtained the
unexpected prediction results, namely MAE of 155.7735, RMSE
of 203.4263, MAPE of 10.4137%, and R2 of 0.8478. Besides, the
results of rho values could also support the above observations.
iCEEMDAN-BO-LSTM obtained the highest rho value, indicating
the best dependence between the actual and predicted data.
In contrast, the EMD-BO-LSTM got the lowest rho, referring to
the weakest dependence between the actual and predicted data.
These results are also exhibited straightforwardly in Fig. 7. The
above results show that the iCEEMDAN-BO-LSTM model can sig-
nificantly improve the model’s prediction accuracy and is more
effective than other methods. The hyperparameter optimization
results when using BO to predict each IMF are also given in
Table 6 so that the process can be better understood. From
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Fig. 7. Prediction results of the proposed hybrid method iCEEMDAN-BO-LSTM and other hybrid models EMD-BO-LSTM, EEMD-BO-LSTM, and CEEMDAN-BO-LSTM. (a)
s the bar plots of the comparison of MAE, RMSE, MAPE, and rank correlation rho of each hybrid model; (b) is the fitted line plot of the four hybrid models where
he corresponding R2 is marked.
able 6
he optimized hyperparameter result for the LSTM prediction of each IMF using BO.
Optimizing parameters Batch size Number of input layers Hidden unit number Delay Learning rate L2 regularization coefficient

IMF1 35 1 188 167 0.0118 7.3129e−10

IMF2 156 1 151 162 0.0074 1.4634e−10

IMF3 68 2 194 27 0.0054 3.1055e−06

IMF4 37 1 188 39 0.0039 4.1251e−09

IMF5 41 2 84 28 0.0010 6.0145e−10

IMF6 36 1 113 29 0.0026 3.0323e−10

IMF7 62 2 165 65 0.0010 3.6869e−07

IMF8 907 1 180 24 0.0063 1.2290e−10

IMF9 51 1 197 35 0.0013 1.4824e−08

IMF10 56 1 197 33 0.0010 6.1240e−08

IMF11 125 1 199 47 0.0010 1.1693e−08

IMF12 67 1 191 55 0.0177 1.0204e−10

Residual 479 1 193 116 0.0022 1.1965e−10
Table 6, it could be observed that the hyperparameters optimized
by BO in the process of each mode are different. No significant
regulations or characteristics could be summarized. Nevertheless,
the optimization using the following optimized hyperparameters
leads to the satisfying final result of the PTC power consumption
prediction.

5. Discussion

This study proposes a hybrid model based on iCEEMDAN
nd BO-LSTM for universities’ short-term power consumption
rediction and evaluates the prediction effect in two steps on
he power consumption data of PTC throughout the year. This
tudy first estimated the prediction performance comparison of
ive basic models (SARIMA, RNN, LSTM, GRU, and the proposed
O-LSTM). Secondly, the hybrid models based on different em-
irical mode decomposition methods, including EMD-BO-LSTM,
EMD-BO-LSTM, CEEMDAN-BO-LSTM, and iCEEMDAN-BO-LSTM,
re compared with their predicting performance. Combining all
he prediction results, the hybrid model of iCEEMDAN-BO-LSTM
roposed in this paper can effectively perform STLF on the real
6484
power consumption data of a university campus and has achieved
effective results.

First, the statistical analysis indicates that the energy con-
sumption data from the real system has obvious daily periodicity.
The correlation coefficient between measured variables is used to
find strongly correlated variables with predictive output. Compar-
ing to the objects of power forecasting in other studies, the scale
of the power system of the building could be regarded as smaller
than that of the university, and the scale of the city’s power
system is larger than that of the university. Due to the uncertain
size of universities, small-scale universities can be regarded as
building groups, while large-scale universities have a capacity
comparable to towns. The characteristics of power consumption
data of buildings and cities are first introduced. The attributes
of building electricity consumption data include the following
three points. First, the total annual power consumption of a
single building is relatively small, ranging from a few kW to a
few MW (Pham et al., 2020). Second, the ‘‘weekday–weekend’’
regulation of a single building is very intuitive and obvious (Lusis
et al., 2017). Daily power consumption is high on weekdays, and
consumption on weekends is meager (Pham et al., 2020). Third,
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he seasonal weather effects can be directly observed from the
verage daily power consumption and the yearly power con-
umption trend (Somu et al., 2020; Lusis et al., 2017). When it
s hot, people need to use refrigeration equipment such as air
onditioners to cool down, and when it is cold, people need to use
eating equipment for heating, and these are inseparable from
lectricity.
Electricity consumption in cities has three different character-

stics. First, the power consumption in a single day is enormous,
sually several hundred (Liang et al., 2019) to thousand MWh
He, 2017; Bedi and Toshniwal, 2018; Li et al., 2020b), or above
Han et al., 2019), depending on the scale of the city. Second,
he ‘‘weekday–weekend’’ could be observed, but the separation
f daily consumption is not that obvious, which may be due to
he comprehensive results of the electricity consumption patterns
f multiple industries in the city (He, 2017; Bedi and Toshniwal,
018). Third, the city’s electricity consumption is not only signif-
cantly affected by seasonal changes (Friedrich and Afshari, 2015;
oprinska et al., 2015), which are similar to the characteristics of
single building but also has a pronounced ‘‘calendar effect’’ (Guo
t al., 2018). The city’s total electricity consumption before and
fter public holidays will be very different, significantly increasing
r decreasing.
The power consumption characteristics of universities have

ommonalities with those of the two research mentioned above
bjects but also have their own features. Taking the selected
TC as an example, firstly, the daily power consumption of the
niversity is between the average daily consumption of a single
uilding and the single-day consumption of the city, which is
etween a few hundred to several thousand kW. Secondly, the
ule of ‘‘weekday–weekend’’ is evident as well. Compared with
he weekdays, there are very few teaching activities on weekends,
o much electricity consumption is reduced. Besides, it is also
he superposition and strengthening of the apparent ‘‘weekday–
eekend’’ rule of multiple buildings for a university campus.
hirdly, the university’s power consumption is very obviously
ffected by the season, similar to the characteristics of a single
uilding and a city. However, the ‘‘calendar effect’’ of the univer-
ity is more affected by the university’s teaching calendar than
ublic holidays. Due to the above reasons, a university with a
roup of buildings could be used as a new study object for the
ower consumption problem, with new characteristic regulations
f power consumption between the city and building levels.
Secondly, an appropriate sequence decomposition method is

elected to decompose the original power consumption sequence
nto a series of simple feature sequences, which reduces the com-
lexity of each time series and is helpful for accurate prediction.
hen build a prediction model based on the LSTM network. It
udges what should be retained or forgotten by introducing the
oncept of gates, demonstrating its excellent predictive ability for
ime series.

.1. Model comparison

.1.1. Basic model performance
In energy consumption forecasting, data usually exhibits

trong periodic characteristics, which cannot be ignored. Peri-
dicity is the fluctuation or oscillating change in a time series
urrounding a long-term trend, a pattern of alternating fluctua-
ions over time. For example, PTC energy consumption data has
aily and weekly cycles or trends. Therefore, obtaining higher
rediction accuracy requires the used algorithm has sufficient
bility to capture the internal characteristics of the data.
The predicted performances of the five basic models are given

n Table 3 and Fig. 6. The SARIMA model can effectively cap-
ure the periodic changes reflected in the data. However, as
6485
shown in Table 3 and Fig. 6, it is more difficult for SARIMA
to capture and map the fluctuation range differences reflected
by frequent changes in PTC data. In particular, as shown in the
picture, the daily power consumption during the predicted pe-
riod has suddenly increased by a significant amount. However,
from the prediction results, SARIMA is not good at responding to
sudden and drastic fluctuation changes. Recurrent neural network
models are considered better than SARIMA at processing non-
linear and irregular data sequences. RNN shows good predictive
ability in this study, but there is still a significant gap between the
prediction results of LSTM and the prediction results of GRU. The
possible reason is that RNN cannot deal with internal gradient
changes sufficiently and has poor memory ability for information
that is far from the predicted data. Therefore, the power of RNN
to learn previous information is reduced, resulting in a significant
decrease in predictive ability.

From the comparison results in Table 3, the prediction perfor-
mance of LSTM and GRU are relatively good, both have achieved
better prediction accuracy, and the prediction performance of
the two is close under the same hyperparameter settings. The
results show that both LSTM and GRU have the powerful ability
to deal with longer dependencies in time series to achieve higher
accuracy. LSTM includes some key hyperparameters, such as the
number of hidden neurons, the number of hidden layer iterations,
and the learning rate. The number of neurons is related to the
fitting ability of LSTM, the number of iterations is associated with
the training effect, and the learning rate is related to the conver-
gence performance. This research also considers the input layer
of the neural network. If one sets these parameters empirically,
it will inevitably lead to the inability to effectively predict the
results, as shown in the results in Table 3. Manually adjusting
these parameters to find the optimal results will inevitably lead
to a considerable workload. BO can make LSTM automatically find
the hyperparameter combination that achieves the best predic-
tion effect in the given hyperparameter space, reducing the time
and computing cost of the best prediction performance. Such a
parameter selection process is hard to be conducted by manual
debugging. The prediction results in this article show that the
prediction results of LSTM are slightly worse than those of GRU.
As shown in Table 3, the values of MAE, RMSE, MAPE, and R2

of the LSTM prediction results are slightly lower than those of
the GRU prediction results, and only the rho is marginally higher
than that of GRU. However, in principle, the two structures are
very similar, so it is difficult to assert whether LSTM or GRU has
the more vital predictive ability. The final prediction performance
must be combined with the characteristics of the prediction data
and the selection of hyperparameters, and the improvement of
computing power. As shown in this study, The MAE of BO-LSTM
is 16.89% smaller than that of GRU and 26.77% smaller than that
of LSTM; the RMSE of BO-LSTM is 16.20% smaller than that of GRU
and 32.08% smaller than that of LSTM; meanwhile, the MAPE of
BO-LSTM is 15.63% smaller than that of GRU, and 29.72% smaller
than that of LSTM. On the other hand, the R2 of BO-LSTM is
1.77% higher than that of GRU and 6.17% higher than that of
LSTM; the Spearman rank correlation coefficients of BO-LSTM is
also 1.04% higher than that of GRU and 0.94% higher than that
of LSTM. These significant prediction performance improvements
have validated that the BO could enable LSTM to perform a strong
predictive ability.

5.1.2. Hybrid model performance comparison
It is inefficient to use basic models to analyze and identify

complex data’s inherent nonlinear and nonstationary character-
istics. Compared with a single prediction model, the prediction
accuracy of this model combined with decomposition technology
shows a considerable advantage. By comparing the results of
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umbers of input layers of EMD-BO-LSTM, EEMD-BO-LSTM, CEEMDAN-BO-LSTM,
nd iCEEMDAN-BO-LSTM.
Hybrid model Mode prediction process using 2-input layer LSTM

EMD-BO-LSTM IMF 1
EEMD-BO-LSTM IMF 8, 12, 13
CEEMDAN-BO-LSTM No
iCEEMDAN-BO-LSTM IMF 3, 5, 7

Tables 4 and 5, it can be found that, except for the EMD-BO-LSTM
hybrid model, the prediction accuracy of the hybrid models is
generally higher than that of the basic model of a single method.
Except for the EMD-BO-LSTM hybrid model, the MAE, RMSE, and
MAPE of the hybrid models are all lower than those of the basic
models. The R2 values are generally higher than those of the basic
models, and the Spearman rank correlation coefficients are the
same or higher than those of the rho values of basic models.
In general, the decomposition technology effectively reduces the
complexity of each decomposed empirical mode component of
the whole power consumption data, thereby transforming the
original prediction problem into predicting many modes with
significantly reduced nonlinearity and complexity. This process
reduces the difficulty of each prediction. In addition, each de-
composed empirical mode retains some features of the original
data, so under the high-performance prediction of BO-LSTM, each
prediction result also contains the actual data features as much as
possible. Therefore, the sum of the prediction results of all modes
is closer to the original data. Thus, compared with the basic model
using a single model method, the proposed model can effectively
capture university power consumption data internal character-
istics. Besides, it can also improve the prediction accuracy of
university power consumption data with complex nonlinear and
nonstationary features. The prediction performance of the hybrid
model proposed in this paper is verified.

The increase in the number of LSTM layers will bring a mod-
rate improvement in the prediction performance of the neural
etwork to a certain extent, but at the same time, it will also bring
bout an exponential increase in time and memory overhead.
hen the number of layers is too large, the apparent disap-
earance of the gradient between layers will cause the update
teration of the LSTM layer close to the input layer to slow down,
nd the convergence effect and efficiency will drop sharply. For
he above reasons, optimizing the number of input layers in
his article is also carried out in a small range, and a cautious
xploratory attempt is made. From the results of this study, the
STM with two input layers was only used in the prediction
rocesses for the following modes, as illustrated in Table 7. Only a
ew predictions of modes decomposed by different hybrid models
sed 2-input layer LSTM; thus, it shows that the LSTM with a
ingle input layer has the solid predictive ability and can cope
ith most data complexity.

.2. Comparison of iCEEMDAN and other empirical mode decompos-
ng methods

The prediction accuracy of the hybrid model based on iCEEM-
AN is significantly higher than the corresponding single model.
n addition, the comparison of the prediction results of the mixed
odel based on different decomposition methods shows that the
valuation index of the hybrid model based on the iCEEMDAN
ecomposition method is significantly better than the hybrid
odels based on other empirical decomposing methods.
The unsatisfactory prediction effect of EMD-BO-LSTM may be

ue to the ‘‘mode mixing’’ among the multiple modes of EMD de-
omposition. During the training process, even if ‘‘mode mixing’’
6486
occurs in a distant place, under the powerful ability of BO-LSTM,
the influence of ‘‘mode mixing’’ will still be reflected in the
prediction results, leading to the highest error in the prediction
results aggregated by all modes. Therefore, in short, the EMD
method is not suitable for the decomposition of the data used
in this study. iCEEMDAN almost perfectly solves the problems of
‘mode mixing’ in EMD and EEMD. The iCEEMDAN method uses
additive white noise mode estimation to achieve the local average
mean value (Colominas et al., 2014a) to obtain the most satis-
factory prediction data decomposition result, which helps to get
the most accurate prediction result. Therefore, iCEEMDAN is con-
sidered a more valuable and practical power consumption data
decomposing method. Thus, the hybrid prediction model based
on the iCEEMDAN can effectively decompose the PTC power con-
sumption data into a series of modal components with different
bandwidths, which simplifies the data complexity while almost
entirely retaining all the signal characteristics of the original data.
The decomposition leads to the error of the hybrid prediction
model based on the iCEEMDAN decomposition method is smaller,
and the overall prediction performance is better. Therefore, the
final prediction result synthesized from the accurate prediction
results of each simulation component significantly improves the
prediction accuracy.

In addition, the number of IMFs decomposed from a given
time series data is only determined by the length of the time
series itself and the empirical mode decomposition method used.
Therefore, a fixed number of IMFs can be decomposed by a
specific empirical model decomposition method for a given time
series. The adaptive determination of the number of IMF helps
reduce the error caused by the different number of components
to be decomposed. On the other hand, due to the large capacity
of the dataset used in this study, a larger number of IMFs can
be decomposed, such as 14 of CEEMDAN. The large number of
IMF also brings new challenges to the predicted workload and
possible error increase, which will also be further optimized in
future work.

6. Conclusion

Accurately predicting the university’s electricity consumption
is of great significance to the university’s energy-saving and emis-
sion reduction. Based on the concept of ‘‘decomposition and
integration’’, combined with the university’s actual power con-
sumption data analysis, this research proposes a new iCEEMDAN-
BO-LSTM STLF hybrid method. The hybrid method consists of
LSTM neural network optimized by iCEEMDAN and BO. The hy-
brid model first uses iCEEMDAN to decompose the target data and
then predicts each decomposition mode through LSTM. BO can
automatically optimize the hyperparameters of LSTM during the
prediction process and consider possible LSTM structure changes
to achieve better prediction accuracy. The prediction results of
each mode are superimposed to reconstruct the final prediction
result. The proposed hybrid model is first compared with the
other four basic models using a single prediction method. Then
the proposed hybrid model is compared with the other three
hybrid models based on other empirical model decomposition
methods, using five parameter indicators, including MAE, RMSE,
MAPE, R2, and rho. The prediction results show the effective-
ness of our proposed hybrid model. BO-LSTM can effectively
improve the short-term power consumption prediction accuracy
of universities. Then, combined with iCEEMDAN, the proposed
iCEEMDAN-BO-LSTM achieved the lowest MAE, RMSE, MAPE, and
the highest R2 and Spearman rank correlation coefficient, indi-
cating that the hybrid model proposed in this study can further
improve the prediction accuracy. The hybrid model proposed in
this paper can be effectively used in the STLF of the university,
providing strong support for the energy-saving and emission
reduction of the university.
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